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MISSION STATEMENT

The Hamilton Project seeks to advance America’s promise of opportunity, prosperity, and growth.

We believe that today’s increasingly competitive global economy demands public policy ideas commensurate with the challenges of the 21st Century. The Project’s economic strategy reflects a judgment that long-term prosperity is best achieved by fostering economic growth and broad participation in that growth, by enhancing individual economic security, and by embracing a role for effective government in making needed public investments.

Our strategy calls for combining public investment, a secure social safety net, and fiscal discipline. In that framework, the Project puts forward innovative proposals from leading economic thinkers — based on credible evidence and experience, not ideology or doctrine — to introduce new and effective policy options into the national debate.

The Project is named after Alexander Hamilton, the nation’s first Treasury Secretary, who laid the foundation for the modern American economy. Hamilton stood for sound fiscal policy, believed that broad-based opportunity for advancement would drive American economic growth, and recognized that “prudent aids and encouragements on the part of government” are necessary to enhance and guide market forces. The guiding principles of the Project remain consistent with these views.
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WHY POVERTY BELONGS ON THE NATIONAL POLICY AGENDA

Millions of people live in poverty in this country. They suffer not only material deprivation, but also the hardships and diminished life prospects that come with being poor. Childhood poverty often means growing up without the advantages of a stable home, high-quality schools, or consistent nutrition. Adults in poverty are often hampered by inadequate skills and education, leading to limited wages and job opportunities. And the high costs of housing, health care, and other necessities often mean that people must choose between basic needs, sometimes forgoing essentials like meals or medicine. While by some measures the poor suffer less material deprivation than their counterparts of a half century ago—almost all households now have access to basic necessities like electricity and running water, as well as consumer goods like televisions and computers—the social and economic costs of poverty remain as real as ever and threaten to undermine the nation’s social fabric and economic future.

Fifteen percent of Americans—30.4 million adults and 16.1 million children—lived in poverty in 2012, according to the official Census poverty count.1 This share rises to 16.0 percent when adjustments for costs and benefits are accounted for under the more comprehensive Supplemental Poverty Measure (SPM). Yet even these counts, as high as they are, understate our nation’s experience with poverty. For every person classified as poor, many more hover just above the threshold. As has been highlighted in earlier Hamilton Project work, 29.6 percent of families live within 150 percent of the poverty line; nearly half live within 250 percent of the threshold (Kearney et al. 2013). Many individuals and families weave in and out of poverty, even if they are not classified as poor under the annual income measure. From 2009 to 2011, about 90 million individuals—31.6 percent of Americans—were episodically poor (poor for two or more consecutive months during a thirty-six-month period) (Edwards 2014).

In the aftermath of the Great Recession, some disadvantaged workers struggle to obtain the necessary training for fruitful employment, while others grapple with long-term unemployment at unprecedented rates. Long-term challenges remain with us: too many of our nation’s youth drop out of high school, too many of our children are born into unstable home environments, and too many of our young adults are out of school and out of work. This threatens our nation with the prospect of a permanent class of individuals who are unable to contribute productively to and benefit from a thriving economy.

Furthermore, research demonstrates that poverty leads to substantial and sustained neurobiological stressors that can inhibit intellectual and emotional development and sound decision making. For children in particular, poverty means living with the stress that comes from insufficient nutritional intake, living in the presence of violence in their community or household, and not having a secure place to sleep at night. These challenges make it harder for children to learn and thrive in school, which, in turn, leads to problems that cumulate over childhood and into adulthood. The concern is that children
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born into deprivation will live their lives stuck in a perpetual poverty trap.

Improving the economic well-being of less-advantaged individuals has been a central focus of The Hamilton Project for many years, which has resulted in numerous discussion papers, including proposals to expand the wage subsidies for workers,\(^2\) reform and strengthen the food stamp program,\(^3\) provide tax relief for working families,\(^4\) reform unemployment insurance,\(^5\) expand access to higher education,\(^6\) as well as a proposal to develop a better measurement of poverty,\(^7\) among others. This volume builds on this focus and these existing proposals.

Poverty is a complex, multifaceted problem that can be overcome only through a comprehensive set of innovative policies and effective reforms. Tackling poverty requires a national commitment toward building human capital, harnessing the economic power of that investment, and providing a safety net when jobs are scarce or individuals are simply not intellectually or physically capable of economic self-sufficiency. It means a commitment to addressing the causes and consequences of poverty throughout the life course.

In recognition of these challenges, The Hamilton Project has commissioned fourteen innovative, evidence-based antipoverty proposals. These proposals are authored by a diverse set of leading scholars, each tackling a specific aspect of the poverty crisis. The papers are organized into four broad categories: (1) promoting early childhood development, (2) supporting disadvantaged youth, (3) building skills, and (4) improving safety net and work support. The proposals put forward in this volume are forward-looking and, if implemented, would have important beneficial impacts on the future well-being of America’s next generation.

WHO IS POOR IN AMERICA?

The face of poverty in America is diverse, and includes individuals of all races and ethnicities, ages, and family types. Poverty is found across all fifty states and in Washington, DC. In 2012, every state had a poverty rate of at least 10 percent, ranging from a high of 24.2 percent in Mississippi to a low of 10.0 percent in New Hampshire (Bishaw 2013). While poverty is present in every major metropolitan area in the country, it also resides in rural counties and suburbs. In 2012, 14.5 percent of Americans living inside metropolitan areas were classified as poor, as were 17.7 percent of Americans living outside metropolitan areas (DeNavas-Walt, Proctor, and Smith 2013).

Some groups of people are more likely than others to experience the hardships of poverty, however. Children are especially at risk, with poverty rates that are nearly twice that for elderly Americans. Though children make up 25.2 percent of Americans, they constitute 32.4 percent of the episodically poor and 42.4 percent of the chronically poor (those who are poor for thirty-six consecutive months) (Edwards 2014).

Poverty is not concentrated among racial and ethnic minorities, but minorities are disproportionately likely to be poor. Whites make up 74.5 percent of the episodically poor and 62.8 percent of the chronically poor; their corresponding population share is 80.1 percent. African Americans comprise 18.1 percent of the episodically poor, 31.0 percent of the chronically poor, and 12.6 percent of the total population (Edwards 2014). Hispanics constitute 17.1 percent of the total population and 25.6 percent of individuals in poverty (DeNavas-Walt, Proctor, and Smith 2013).

Those with steady employment, not surprisingly, are much less likely to be poor, but work is no assurance that individuals can escape poverty. While only 2.9 percent of full-time, year-round workers live in poverty, 7.3 percent of all workers do not earn more than the poverty threshold (DeNavas-Walt, Proctor, and Smith 2013). Those who find stable employment often work for wages too low to enable them to rise above the poverty line. Many other workers struggle to find full-time jobs.

Family structure, along with work status, is also an important determinant of poverty rates. Individuals living in married-couple families make up 64.0 percent of the total population, but account for 47.8 percent of the episodically poor and 25.7 percent of the chronically poor. Though individuals living in female-headed households make up only 14.9 percent of the total population, they constitute 25.0 percent of the episodically poor and 42.8 percent of the chronically poor (Edwards 2014). Among the 7.1 million families with income below the federal poverty level, 69.7 percent are headed by a single parent (60.4 percent are single female parents) and 30.3 percent are headed by a married couple (Kearney et al. 2013).

In summary, poverty affects a diverse population of individuals, with varying geographic, racial, age, employment, and family characteristics. Poverty is not a static condition; many people cycle in and out of poverty. For many Americans, it is a lifelong threat: two-thirds of Americans will live in poverty for at least a year at some point in their lives (Rank and Hirschl 1999). There is no silver bullet policy lever to combat poverty, but there are effective ways to intervene at all points in the life course and hammer away at the root causes of poverty and its consequences of economic disadvantage.

PROMOTING EARLY CHILDHOOD DEVELOPMENT

Achievement gaps between children from low- and high-income families appear early in life and then persist through high school and afterwards. For example, by age four, children in the highest income quintile score, on average, near the 70th...
percentile on tests of literacy and mathematics, compared to children in the lowest-income quintile who score near the 30th percentile (Waldfogel and Washbrook 2011). Scholars and policymakers have increasingly come to appreciate the role of noncognitive skills as well, highlighting the importance of socioemotional traits such as self-esteem and self-control that develop early in life (Heckman, Stixrud, and Urzua 2006).

Early childhood interventions can play an important role in addressing poverty in America. These interventions need to be broad in their focus, and need to address issues of early childhood schooling and high-quality child care, as well as addressing family circumstance and parenting practices. The work of Nobel laureate James Heckman and colleagues has emphasized that early childhood interventions can have significant long-term impacts on educational and economic attainment (see, for example, Knudsen et al. 2006). These findings have been highlighted in earlier work by The Hamilton Project. In this volume, Elizabeth U. Casi and Diane Whitmore Schanzenbach contribute a policy memo offering a thoughtful consideration of early childhood education and proposing a framework for states to improve their educational investment in young children by expanding access to high-quality preschool.

The home environment is also a crucial input into early childhood experiences. On this dimension, too, poor children are increasingly at a disadvantage. Numerous studies have shown that higher-educated, higher-income parents spend more time with their children, and more time in educational activities in particular (Guryan, Hurst, and Kearney 2008; Kalil, Ryan, and Corey 2012). The policy memo by Ariel Kalil in this volume proposes a new federal initiative to study effective early childhood interventions in the home environment. Better understanding of these programs can ultimately lead to smarter, more-innovative, and more-accountable developmental programs for children and families.

In terms of family structure, it is important to acknowledge that poverty rates are five times as high among children living with single mothers compared to children in two-parent households. This has led to concern among scholars about the rise in single motherhood and its associated consequences for poverty. It has also led to concern about the rate at which lower socioeconomic groups are moving away from marriage and the implications that has for the intergenerational transmission of poverty. For instance, only 9 percent of births to college-educated women are outside marriage (virtually unchanged from a generation ago). In sharp contrast, 57 percent of first births to women with high school diplomas or less are nonmarital (Shattuck and Kreider 2013).

Earlier policy efforts focused on marriage promotion yielded disappointing findings. As a result, poverty scholars are turning to an emphasis on delaying pregnancy and preventing unplanned pregnancies, with the goal of increasing the rate at which children are born to mothers and fathers who have planned for those births and are in a better position to care for their children. The policy memo by Isabel Sawhill and Joanna Venator addresses this issue and puts forward a proposal to promote greater knowledge and choices about contraception among women and their health-care providers.

**SUPPORTING DISADVANTAGED YOUTH**

Disadvantaged youth seemingly face barriers at every turn. They all too often struggle in school, commit crimes and are victims of violent crimes, have few positive adult role models in their lives, and lack sufficient skills—academic and behavioral—to succeed in the workforce.

The rate at which disadvantaged youth drop out of high school is one concrete measure of how our nation’s poor youth struggle to move up the economic ladder. According to recent estimates, nearly four in ten eighth-grade students from families in the lowest income quartile did not eventually graduate from high school (Ingels, Owings, and Kaufman 2002). In school districts located in our country’s fifty largest cities, only 53 percent of students graduated from high school (Swanson 2009). These dropout rates are particularly worrisome given the limited earnings and job prospects for high school dropouts in today’s economy. The consequences of low educational attainment and lack of labor market skills are too severe to ignore; thus, finding effective ways to foster the academic skills and socioemotional development of disadvantaged youth through their teenage years must be a priority in our nation’s multipronged attack on poverty.

In their policy memo, Amy Ellen Schwartz and Jacob Leos-Urbel cite an emerging body of research suggesting that, in addition to the immediate benefits of a summer job and the wages associated with that employment, summer youth employment programs can improve educational outcomes, strengthen social and emotional development, and decrease crime rates. Building on evidence that summer employment can be a very positive driver of adolescent development, Schwartz and Leos-Urbel propose a nationwide summer youth employment program, aimed at helping low-income youth to build human capital and so transition to a productive adulthood.

Mentorship, too, can play a critical role in positive youth development. In his memo, Phillip B. Levine notes that upwards of 9 million children have no caring adults in their lives; he cites credible evidence that effective mentoring programs can help propel young people up the economic
ladder (Bruce and Bridgeland 2014; Cavell et al. 2009). He establishes a framework for evaluating mentorship programs, calling for higher levels of private and non-profit-sector investment in youth mentorship.

The policy memo by Bridget Terry Long addresses the issue of underpreparation for college. Long notes that only 32 percent of students leave high school at least minimally prepared for four-year college, and the proportion is much smaller for African American and Hispanic students—20 and 16 percent, respectively (Greene and Foster 2003). Moreover, only 59 percent of low-income students who met a minimum standard of being academically qualified for college completed a bachelor’s degree within eight years, in contrast to 89 percent of high-income students (Adelman 2006). This low level of preparation threatens college completion: only 9 percent of students from the bottom income quartile who enter college actually complete a bachelor’s degree by age twenty-five (Bailey and Dynarski 2011). Long proposes to reform the remediation system in this country to better support young, underprepared students in their transition to college.

In addition to tackling the three issues highlighted here, strengthening our country’s K–12 education system is of utmost importance. Multiple papers previously published by The Hamilton Project have addressed this issue, and so we do not include papers on education reform in this volume.

BUILDING SKILLS

Skill development and job creation are critical components of our nation’s fight against poverty. It is increasingly difficult for individuals to be economically secure in today’s global economy with limited skills and education. Recognizing the paramount role of adequate skill and job creation in our national economy, The Hamilton Project has devoted considerable attention to these topics in years past, with papers on using data to improve workforce training, creating more-effective education and workforce development systems in the states, and improving worker advancement in the low-wage labor market.

Stagnant wage growth for low-skilled workers is a persistent economic threat. For four decades, high-skilled workers have seen their wages increase while less-skilled workers have seen their economic positions erode. High school graduates and those with less than a high school diploma saw their real wages fall through the late 1970s and 1980s and rebound a bit in the early 1990s, only to remain stagnant since then (Autor, Katz, and Kearney 2008). In contrast, since the mid-1970s, those with the highest levels of education—more than sixteen years—have seen their wages rise steadily. Those with a college degree or some college have seen some improvement, but the increase in their wages has not kept up with those with more-advanced education.

A second, related trend is what labor economists have referred to as a polarization of job opportunities in the United States. As David Autor explained in his earlier Hamilton Project paper, the U.S. labor market has witnessed expanding job opportunities in high-skilled, high-wage occupations on the one end, and low-skilled, low-wage occupations on the other. Employment prospects for middle-skilled workers in white-collar occupations—clerical, administrative, and sales positions—have weakened, as have those for middle-skilled workers in blue-collar occupations—production, craft, and operative positions. These trends have been experienced by other economies around the world, suggesting that there are global economic forces that have led to a restructuring of the labor market.

The magnitude of this challenge and its stark implications for poverty in America can only be addressed with a massive commitment to skill-upgrading. To date, however, our nation’s commitment to investment in skills has lagged behind that of other countries. As Sheena McConnell, Irma Perez-Johnson, and Jillian Berk point out in this volume, the United States does not currently invest heavily in vocational training compared with other countries. Whereas the United States spends less than 0.05 percent of its GDP on vocational training, other industrialized nations invest up to ten times as much. In their policy memo, McConnell, Perez-Johnson, and Berk propose strengthening vocational training for disadvantaged adult workers to boost employment and reduce poverty.

As Robert I. Lerman points out in this volume, the United States also lags far behind our competitors in apprenticeship investment. While apprenticeships offer a productivity-enhancing approach to reducing inequality and expanding opportunity, Lerman notes that the numbers in the United States have declined in recent years to levels about one-tenth of those in Australia, Canada, or Great Britain. Lerman puts forth a proposal to better encourage apprenticeship training and put the United States on a par with other countries with regard to training. On a related topic, Harry J. Holzer in his policy memo observes that the courses pursued by many low-income college students do not equip them with the skills demanded by the labor market. Holzer’s proposal focuses on educational reform to incentivize public colleges and universities to better tailor their curricula to improve labor market outcomes for graduates. Clearly, there is significant opportunity to improve our system of education and training to better equip America’s workforce with the skills that are demanded and rewarded in today’s global economy.
A strong safety net is crucial to fighting poverty in America. Without programs designed to lift the poorest households out of poverty, roughly twice as many Americans would live below the poverty line today. As revealed by the SPM (see footnote 1), including government programs in the calculation of poverty halves the share of Americans classified as poor from 31 percent to 16 percent (Fox et al. 2013). Evidence further suggests that the safety net is becoming even more effective at fighting poverty: in 1967, government benefits cut poverty by only about one-quarter.

The safety net has become especially effective at fighting poverty among the elderly. Programs like Social Security, Medicare, and Supplemental Security Income—making up 36.1 percent of the federal budget in 2012—have helped drive elderly poverty down to less than 10 percent and so promote a dignified and healthy retirement for America’s oldest citizens (Danziger and Danziger 2005). In many ways, the social safety net for elderly Americans can be considered a great success.

The two largest safety-net programs today, in terms of expenditure outlays, are the Earned Income Tax Credit (EITC) and the Supplemental Nutritional Assistance Program (SNAP). Poverty scholars generally regard these programs to be effective. SNAP is the quintessential safety-net program and has proven to be responsive to weak economic conditions in exactly the way a true safety-net program should be. When economic conditions weaken, SNAP caseloads rise; when economic conditions improve, SNAP caseloads fall. Furthermore, researchers have documented the long-term health and economic benefits of this food assistance program to low-income children and individuals (Almond, Hoynes, and Schanzenbach 2011; Hoynes, Schanzenbach, and Almond 2012). A recent Hamilton Project discussion paper by Diane Whitmore Schanzenbach proposed reforms to strengthen SNAP to make the nutritional benefits even greater.¹⁴

The EITC has been shown to encourage work among single mothers and to lead to long-term improvements in the well-being of families and children (Dahl and Lochner 2012; Evans and Garthwaite 2014; Hoynes, Miller, and Simon forthcoming). As noted by Hilary Hoynes in this volume, the EITC also has immediate and significant impacts on poverty, raising 6.5 million Americans out of poverty in 2012 alone (CBPP 2014). Hoynes’ policy memo in this volume proposes to build on this success by raising the EITC benefits for one-child families.

Another set of programs and policies aimed at working Americans are not classified as safety-net programs, but are instead considered to be work support for those in the labor force. These programs include unemployment insurance and wage-support policies like the federal minimum wage. Arindrajit Dube proposes a framework for designing effective minimum wage policies at the state and local levels to better compensate workers in high-cost areas in a way that recognizes and minimizes potential negative employment effects.

Katharine G. Abraham and Susan N. Houseman contend that the unemployment insurance program could be even more effective if it facilitated work-sharing arrangements, such that employers would be less inclined to reduce their workforce during cyclical downturns. They find that if U.S. employers had work-sharing usage at European levels, as many as one in eight of the roughly 8 million jobs lost during the Great Recession could have been saved (Abraham and Houseman forthcoming). In their policy memo in this volume, Abraham and Houseman propose reform of the U.S. network of work-sharing programs to reduce unemployment, especially during economic downturns.

In addition to the three policy memos described above, two other papers in this volume discuss proposals for supporting low-income families. Recognizing that child-care costs can discourage work and take up valuable resources for low-income families, James P. Ziliak proposes expanding and reforming the tax credit for child care to make work pay for working parents. Finally, Scott Cody and Andrew Asher propose improving the administration of safety-net programs at all levels of government by harnessing the power of predictive analytics and rapid-cycle evaluation. If adopted, the proposal in their paper would make social safety-net programs more cost-effective, while also guiding program administrators in their quest to better support American families.

CONCLUSION

Poverty remains one of America’s most important policy challenges. On any given day, 46.5 million Americans, including 16.1 million children, endure the hardships of poverty. Millions more hover with great vulnerability just above the poverty line. Still more may be able to meet their current basic needs, only to find themselves living in poverty in the future. The persistent threat of poverty represents a failure of our economic system to provide all children with the support they need to acquire human capital and to provide able-bodied working-age Americans sufficient opportunities for stable and well-paid employment.

No single policy will cure poverty, and this volume recognizes the multidimensional nature of the problem. In this collection of fourteen policy memos, national experts put forth individual evidence-based proposals, each designed to address a specific aspect of poverty. Proposals range from aiding the development of the youngest individuals, to

IMPROVING SAFETY NET AND WORK SUPPORT
supporting disadvantaged teens, to improving our national system of training and education. Importantly, the various policy memos call on a variety of implementing agencies; this is an acknowledgement of the reality that alleviating poverty requires commitments by governments at all levels, in addition to the private sector and nongovernmental agencies. Poverty is indeed a nationwide problem that requires a nationwide solution.

This volume does not consider the full range of antipoverty policies. Readers may note an absence of policies relating to fighting homelessness or reforming disability insurance programs. There are no policies directly relating to asset accumulation, such as those to support homeownership or to increase savings. Nor do we address the issue of K–12 education—a major concern for those at the lower end of the income distribution. Some of these topics have been addressed by prior Hamilton Project discussion papers; others will be addressed in future Hamilton Project work.

Public policies have a played a significant role in mitigating the devastations of poverty. Fully twice as many Americans would be impoverished if not for public safety-net programs. During the Great Recession countercyclical antipoverty programs like SNAP and unemployment insurance served to support millions of American families in need, and not only eased the pain of the recession, but also contributed to the recovery. Policymakers continue to rely on American innovation to improve these programs—applying technology and knowledge to the administration and evaluation of public programs in an effort to improve their effectiveness and reduce their cost. But there is still much to do.

With commitment, focus, and hard-headed compassion, policymakers and concerned individuals can make a sustained difference and bring down the stubbornly high rates of poverty in the United States. The proposals included in this volume are put forward with the goal of making economic prosperity a more broadly shared promise for all who live in our wealthy nation. In this spirit, we offer fourteen new policy proposals to help address and reduce poverty in America.
## Summary of Proposals

<table>
<thead>
<tr>
<th>Paper title</th>
<th>Proposal description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Section 1. Promoting Early Childhood Development</strong></td>
<td></td>
</tr>
<tr>
<td>Expanding Preschool Access for Disadvantaged Children</td>
<td>Proposes a framework calling for the establishment of a high-quality program in areas where preschool programs do not exist, improved preschool quality in those states and localities with subpar programs, and expanded access in areas where high-quality programs already exist.</td>
</tr>
<tr>
<td>Elizabeth U. Cascio and Diane Whitmore Schanzenbach</td>
<td></td>
</tr>
<tr>
<td>Addressing the Parenting Divide to Promote Early Childhood Development for Disadvantaged Children</td>
<td>Proposes a new federal task force supporting the collection of evidence to develop more-effective parenting interventions and to promote improved child development in early years.</td>
</tr>
<tr>
<td>Reducing Unintended Pregnancies for Low-Income Women</td>
<td>Proposes to combat unintended pregnancies through a social marketing campaign to encourage more young women to use long-acting reversible contraceptives (LARCs).</td>
</tr>
<tr>
<td><strong>Section 2. Supporting Disadvantaged Youth</strong></td>
<td></td>
</tr>
<tr>
<td>Designing Effective Mentoring Programs for Disadvantaged Youth</td>
<td>Proposes expanding community-based mentoring programs, such as the Big Brothers Big Sisters program, in accordance with a set of best practices.</td>
</tr>
<tr>
<td>Expanding Summer Employment Opportunities for Low-Income Youth</td>
<td>Proposes distribution of federal grants to states for municipalities to provide summer employment to disadvantaged youth, first through a pilot program and then through a nationwide expansion.</td>
</tr>
<tr>
<td>Addressing the Academic Barriers to Higher Education</td>
<td>Proposes improving placement in college remediation classes, providing better college remediation services, and adopting measures to prevent the need for remediation.</td>
</tr>
<tr>
<td>Section 1. Promoting Early Childhood Development</td>
<td>Targeted population</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Expanding Preschool Access for Disadvantaged Children</td>
<td>Disadvantaged preschool-aged children, especially those who currently have limited preschool access</td>
</tr>
<tr>
<td>Addressing the Parenting Divide to Promote Early Childhood Development for Disadvantaged Children</td>
<td>Low-income families with young children between the ages of 0 and 5</td>
</tr>
<tr>
<td>Reducing Unintended Pregnancies for Low-Income Women</td>
<td>Low-income, unmarried women between the ages of 15 and 30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 2. Supporting Disadvantaged Youth</th>
<th>Targeted population</th>
<th>Who implements?</th>
<th>Potential outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designing Effective Mentoring Programs for Disadvantaged Youth</td>
<td>Disadvantaged youth who have no or few adult role models in their lives</td>
<td>Nongovernmental organizations—including nonprofits, foundations, charitable organizations, and others—as well as private-sector entities, and the federal government in some circumstances</td>
<td>Improve educational outcomes for disadvantaged youth and raise lifetime earnings by approximately $7,500. Prior program costs have averaged approximately $1,600 per child.</td>
</tr>
<tr>
<td>Expanding Summer Employment Opportunities for Low-Income Youth</td>
<td>Low-income youth between the ages of 16 and 19 who are enrolled in, or have recently graduated from, high school</td>
<td>U.S. Department of Labor, state and local governments, and community-based organizations</td>
<td>Expand summer job programs for disadvantaged youth to increase school attendance, improve educational outcomes, and reduce violent behavior and crime. Cost would be roughly $2,000 per participant.</td>
</tr>
<tr>
<td>Addressing the Academic Barriers to Higher Education</td>
<td>Disadvantaged, academically underprepared students in high school and college</td>
<td>School districts, community colleges, university systems, and state and federal governments</td>
<td>Reduce the need for college-level remediation and better match underprepared students with effective resources and supports to equip them with the skills they need to succeed in college and in the workforce. Reforms would likely result in higher educational outlays in the short run, but would lead to cost savings for students, institutions, and taxpayers in the long run.</td>
</tr>
</tbody>
</table>
## Summary of Proposals

<table>
<thead>
<tr>
<th>Paper title</th>
<th>Proposal description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Section 3. Building Skills</strong></td>
<td></td>
</tr>
<tr>
<td>Expanding Apprenticeship Opportunities in the United States</td>
<td>Proposes a series of targeted federal and state-level initiatives to expand access to registered apprenticeship programs by creating marketing initiatives, building on existing youth apprenticeship programs, extending the use of federal subsidies, and designating occupational standards.</td>
</tr>
<tr>
<td>Improving Employment Outcomes for Disadvantaged Students</td>
<td>Proposes the creation of financial incentives for public colleges to offer classes in high-return fields and for employers to offer more training to their employees.</td>
</tr>
<tr>
<td>Providing Disadvantaged Workers with Skills to Succeed in the Labor Market</td>
<td>Proposes increased funding for training programs targeted to low-skill workers through the Workforce Investment Act (WIA) Adult program and a series of reforms to training programming offered by state and local workforce boards.</td>
</tr>
<tr>
<td><strong>Section 4. Improving Safety Net and Work Support</strong></td>
<td></td>
</tr>
<tr>
<td>Supporting Low-Income Workers through Refundable Child-Care Credits</td>
<td>Proposes converting the federal Child and Dependent Care Credit from a nonrefundable tax credit to a refundable one, capping eligibility at $70,000 and making the credit a progressive function of income, the age of the child, and utilization of licensed care facilities.</td>
</tr>
<tr>
<td>Building on the Success of the Earned Income Tax Credit</td>
<td>Proposes expanding the Earned Income Tax Credit (EITC) by raising the benefits for families with one child to be on par with the benefits for families with two children.</td>
</tr>
<tr>
<td>Encouraging Work Sharing to Reduce Unemployment</td>
<td>Proposes that the federal government subsidize state work-sharing payments during economic downturns, make work sharing a requirement for state unemployment insurance systems, change federal requirements to modify provisions of state work-sharing plans that may discourage employer participation, and provide states with adequate funding to administer work-sharing programs.</td>
</tr>
<tr>
<td>Designing Thoughtful Minimum Wage Policy at the State and Local Levels</td>
<td>Proposes that states and localities consider median wages and local costs when setting minimum wages, index the minimum wage for inflation, and engage in regional wage setting.</td>
</tr>
<tr>
<td>Smarter, Better, Faster: The Potential for Predictive Analytics and Rapid-Cycle Evaluation to Improve Program Development and Outcomes</td>
<td>Proposes that federal, state, and local agencies conduct thorough needs assessments to identify where predictive analytics and rapid-cycle evaluation can improve service delivery.</td>
</tr>
<tr>
<td>Targeted population</td>
<td>Who implements?</td>
</tr>
<tr>
<td>-----------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>At-risk youth and middle-skill adults in low-wage jobs</td>
<td>U.S. Department of Labor’s Office of Apprenticeship, U.S. Department of Commerce, state governments, and Career Academies</td>
</tr>
<tr>
<td>Disadvantaged youth who possess at least some level of basic academic preparation for higher education</td>
<td>Public colleges and university systems, state governments, and the federal government</td>
</tr>
<tr>
<td>Low-skilled adult workers with limited workforce experience</td>
<td>Federal government through congressional legislation, and state and local workforce boards</td>
</tr>
<tr>
<td>Low- and middle-income working families with less than $70,000 in income and with children ages 12 and under</td>
<td>Federal government through congressional legislation</td>
</tr>
<tr>
<td>Low-income families with one child who qualify for the EITC</td>
<td>Federal government through congressional legislation</td>
</tr>
<tr>
<td>American workers who would otherwise become unemployed during a cyclical economic downturn</td>
<td>Federal government through congressional legislation and U.S. Department of Labor, and state governments</td>
</tr>
<tr>
<td>Low-wage workers</td>
<td>State and local governments</td>
</tr>
<tr>
<td>Agencies at all levels of government that run programs targeting individuals living in poverty</td>
<td>Agencies that administer social service programs across all levels of government</td>
</tr>
</tbody>
</table>
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Introduction

Poverty has little association with the cognitive abilities of nine-month-old children (Fryer and Levitt 2013). By the start of kindergarten, however, not only do poor children perform significantly worse on tests of cognitive ability than children from higher-income families, but teachers also report that these children have much more difficulty paying attention and exhibit more behavioral problems (Duncan and Magnuson 2011). The poverty gap in school readiness appears to be growing as income inequality widens (Reardon 2011).

THE POLICY LANDSCAPE

One popular proposal to narrow this gap is to expand formal educational opportunities to poor children under the age of five. Stark gaps in preschool participation by family socioeconomic status mirror the achievement gaps described above. The most recent data available show that only about 50 percent of four-year-old children in families in the lowest income quintile are enrolled in preschool. Among families in the top income quintile, on the other hand, the preschool enrollment rate of four-year-olds is considerably higher, at 76 percent. Nearly all (88 percent) of preschool participants in the lowest-income families are enrolled in public programs. Poor children can currently attend preschool for free through two programs: the federally funded Head Start program, which targets children in families with incomes less than 130 percent of the federal poverty level; and state-funded programs, which may also serve middle-class children. As shown in figure 1-1, only about 10 percent of four-year-old children nationwide participate in Head Start, a rate that has stayed roughly constant for the past twenty years. Essentially all the growth in public preschool enrollment over time has come from the expansion of state-funded programs, which grew from four states in 1980 to forty states today.

Even so, many state programs have weak standards, as shown in figure 1-2. During the 2011–12 school year, only 9 percent of all four-year-olds nationwide—roughly 31 percent of those enrolled in state-funded preschools—were enrolled in programs that met at least eight common quality benchmarks related to curriculum, teacher education, class size, and support services. The average Head Start program meets only five of these benchmarks (Espinosa 2002).

In this context, President Obama proposed to expand access to preschool education while simultaneously leveling up preschool quality nationwide (Office of the Press Secretary 2013). The White House proposal would provide block grants to states to offer free preschool education to four-year-old children from low- and moderate-income families, provided that these preschool programs score highly on the quality standards checklist presented on the vertical axis in figure 1-2. State and local governments are not waiting for federal action. Most notably, New York City mayor Bill de Blasio campaigned on the promise of funding universal pre-kindergarten (pre-K), and in March 2014 New York governor Andrew Cuomo and the state legislature agreed to a five-year, $1.5 billion plan to offer high-quality full-day pre-K—not just in New York City, but across the state.
Evidence on the impacts of early education is broadly supportive of policy efforts in early education. The research on early education has shown it improves participants’ outcomes across a variety of dimensions: higher school attendance rates, fewer failing grades, less grade retention, a higher likelihood of graduating from high school, and less involvement in criminal activity. Improvements in these areas account for many of the economic benefits of preschool programs. However, important questions remain regarding access—the benefits versus the costs of expanding public preschool options beyond lower-income children—and exactly how quality would be best defined from a policy perspective. This policy memo is directed primarily toward state and local policymakers who want to strengthen the public preschool options in their area while considering budgetary trade-offs.

The Challenge

Given that there are several ways to expand preschool access, the policy challenge is to design an expansion program that is cost-effective. Cost-effectiveness requires that policymakers consider the likely benefits of a particular intervention in a given setting.

A useful organizing framework for the policy evidence is to consider the quality of a possible preschool intervention against the quality of the environment in which a child would otherwise be placed. A preschool program with a developmentally appropriate curriculum, nurturing student–teacher interactions, and parental support might be beneficial in preparing disadvantaged children for school, but less beneficial for children from an already otherwise enriched environment. Even a lower-quality preschool program can have an impact on children from the most disadvantaged backgrounds.
This organizing framework is illustrated graphically in figure 1-3. On the horizontal axis is an index measure of a child’s socioeconomic status, which can be thought of as a combination of family income, educational attainment of the adults in the home, and so on. On the vertical axis is the quality of the child’s learning environment. Considering home inputs alone, as shown by the purple line, there is a positive relationship between the child’s socioeconomic status and the quality of the child’s learning environment.6

One line of evidence on the longer-run impacts of preschool participation derives from programs of the first variety—programs that are very high quality and serve very disadvantaged populations. Arguably the most famous of these is the Perry Preschool program, drawn in light green in figure 1-3. Perry Preschool was a two-year intervention in the early 1960s involving half-day school attendance and weekly home visits for extremely disadvantaged three- and four-year-old African American children living in Ypsilanti, Michigan. Perry (along with other high-quality, targeted preschool interventions, such as the Abecedarian and Nurse-Family Partnership) provides excellent evidence because it was a randomized controlled experiment that collected follow-up data on participants for decades. Early findings from Perry showed initial increases in IQ scores for the treatment group, although these gains faded to zero by the time participants reached age ten (Gramlich 1986; Schweinhart et al. 2005). Despite no difference in measured IQ by late childhood, the Perry treatment students performed statistically significantly better in school: they were absent fewer days, were less likely to have been assigned to special education, had fewer failing grades and higher high school grade point averages, were more likely to graduate from high school, and generally reported more-positive attitudes toward schooling. These improvements persisted into adulthood, when the treatment group was statistically significantly more likely to be employed and less likely either to have been arrested or to have received transfer payments such as cash welfare or Supplemental...
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Nutrition Assistance Program benefits (formerly known as the Food Stamp Program). 7 Considering the improvements in long-term outcomes from a monetary standpoint, every $1.00 spent on the program translated into $8.00 worth of benefits (Heckman et al. 2010). The high rate of return to Perry Preschool may represent an upper bound on the return to preschool investment today, because (as illustrated in figure 1-3) it represented such a large increase in the quality of the participants’ learning environments.

Another line of evidence derives from Head Start, the long-standing federal preschool program. Head Start is considered to be lower quality than Perry Preschool, and although it is targeted to low-income children, it serves a large number of children who are not subject to such extreme levels of disadvantage. As represented by the blue line in figure 1-3, the long-term Head Start evidence spans cohorts of preschool-age children between 1968 and 1990, a period of expansion in other preschool opportunities for low-income children (see figure 1-1). Although experimental evidence is not available from this period, there are several careful quasi-experimental studies that demonstrate impressive impacts of Head Start on both short- and long-term outcomes. For example, Head Start has been shown to have a substantial positive effect on vocabulary test scores during elementary school and to cause a child to be less likely to repeat a grade (Currie and Thomas 1995; Deming 2009). While test score gains fade to a fraction of their initial levels by ages eleven to fourteen, there is evidence that some Head Start participants are less likely to have ever been charged with a crime or to be a teenage parent, and are more likely to complete high school and attend college (Deming 2009; Garces, Thomas, and Currie 2002).8

One criticism of Head Start is that it is low quality on average, and exhibits variable quality across locations. While it is considered lower quality than the Perry program, figure 1-3 illustrates that Head Start is nonetheless a higher-quality environment than what the participant would experience in the absence of the program, either at home or in the type of child care that is typically available to low-income parents (Currie 2001). Since Head Start represents a less dramatic increase in the quality of a child’s environment than Perry Preschool, its long-term impacts are more muted but still positive.

Figure 1-1 shows that more children across the income distribution are attending preschool today than ever before. However, preschool quality varies across socioeconomic status, as illustrated in the conceptual diagram in figure 1-4. Against the backdrop of increasing preschool enrollment, the first randomized evaluation of Head Start was conducted in 2002; the results sharply differ from the earlier quasi-experimental research. While four-year-old Head Start participants in the Head Start Impact Study saw faster improvements in language and literacy skills over the course of their Head Start year, these relative gains were gone by the end of kindergarten; by the end of third grade, there remained only suggestive evidence of a positive impact of Head Start on reading scores. Furthermore, in no follow-up year did the Impact Study treatment students outperform the control students in math skills, grade retention, or teacher reports of student behavior (Puma et al.
While it is possible that the prior nonexperimental Head Start research yielded upward-biased estimates, it may also be the case that the continued growth in state-funded programs and in maternal employment (and use of other nonparental child care) has diminished Head Start’s potential impact. In other words, Head Start may not represent the same increase in the quality of a child’s environment today as it did in the past when there were fewer preschool alternatives. Indeed, the majority (roughly 60 percent) of children in the Head Start Impact Study control group attended some other formal education or child-care setting (Puma et al. 2012).9

A recent experimental evaluation of the state-funded pre-K program in Tennessee—where preschool or center-based child-care participation rates at age four in the control group were lower (27 percent) and program quality was higher—has yielded results that are slightly more positive.10 The Tennessee program, which was primarily targeted toward youth from low-income households, yielded higher scores for participants on tests of literacy, language, and math at the end of the pre-K year; participants were rated by their kindergarten teachers as being more ready for school (Lipsey et al. 2013a). Where reported, effect sizes for disadvantaged students (minorities and low-income children) are in the range of those found in the Tennessee study (Gormley and Gayer 2005). Subsequent analyses find that the positive impacts of the Georgia and Oklahoma preschool programs on disadvantaged children are still measurable when the students reach fourth and eighth grades (Cascio and Schanzenbach 2013; Fitzpatrick 2008). Students in Georgia and

The empirical results of the high-quality programs in Oklahoma and Georgia line up well with the conceptual framework illustrated in figure 1-4. By comparing children just old enough to enter preschool to those who just miss the entry age cutoff (a regression discontinuity approach), studies have found that the Oklahoma preschool program raises short-term test scores (Gormley and Gayer 2005; Wong et al. 2008). Where reported, effect sizes for disadvantaged students (minorities and low-income children) are in the range of those found in the Tennessee study (Gormley and Gayer 2005). Subsequent analyses find that the positive impacts of the Georgia and Oklahoma preschool programs on disadvantaged children are still measurable when the students reach fourth and eighth grades (Cascio and Schanzenbach 2013; Fitzpatrick 2008). Students in Georgia and
PROMOTING EARLY CHILDHOOD DEVELOPMENT
Proposal 1: Expanding Preschool Access for Disadvantaged Children

Oklahoma who are more advantaged, however, do not display sustained test score improvements from access to high-quality, universal preschool.

The lack of test score impacts for more-advantaged students in Georgia and Oklahoma, and the similarity of initial impacts in these states and in Tennessee, suggest that a universal, high-quality program may yield no academic gains above and beyond a targeted one, though it comes at an additional cost. Consequently, one might wonder what the optimal mix should be between quality and access. For example, could some of the gains from high-quality targeted programs, like that in Tennessee, be achieved for disadvantaged students at a similar cost in higher-access, lower-quality programs, such as through positive spillovers from the presence of higher-income children? Unfortunately, though quality and access matter considerably for the cost of operating a pre-K program, we have limited policy evidence to address questions about their impacts on potential benefits. For example, there is limited evidence of short-term benefits from higher-access, lower-quality programs. Likewise, while the regression discontinuity design has now been applied in multiple states to estimate the short-term cognitive impacts of preschool, and effect sizes do not appear to be strongly related to quality (see Wong et al. 2008), state-specific estimates are somewhat uncertain, and states differ along other dimensions—most importantly in terms of how nonparticipants spent the year in the absence of preschool.

BOX 1-1.

Case Study on Universal Pre-Kindergarten in Georgia and in Oklahoma

Georgia was the first state to offer free pre-K for all four-year-olds. Georgia's program, which began in fall 1995, is funded by state lottery proceeds and serves the four-year-old population through a combination of half-day and full-day programs operated out of both public schools and private centers. In fall 1998 Oklahoma became the second state to offer universal public pre-K. Oklahoma's pre-K program differs from Georgia's in several respects: it is funded through not just state, but also local and federal tax revenues; it operates almost exclusively out of public schools; and it serves a higher share of the four-year-old population (74 percent to Georgia's 59 percent, according to the most recent estimates). These differences aside, both programs meet most common quality benchmarks, scoring high (8 or 9) on the National Institute for Early Education Research scale (figure 1-3).

There is a growing body of evidence on the impacts of these programs on children's readiness for kindergarten. When tested at age five, children who attended Oklahoma pre-K for a full academic year outperformed their counterparts who just missed being able to attend the program given their birthdays (Gormley and Gayer 2005; Wong et al. 2008). Comparable estimates do not yet exist for Georgia, but Fitzpatrick (2008) found that cohorts of children eligible to attend Georgia's pre-K program (those aged four in fall 1995 and later) performed better on tests in fourth grade than did ineligible cohorts, both in absolute terms and relative to cohorts of children aged four before and after fall 1995 in other states. However, the positive impacts of the Georgia program on fourth-grade test scores were confined to disadvantaged children. Using a similar approach to estimate the test score impacts of both the Georgia and Oklahoma programs, Cascio and Schanzenbach (2013) similarly find a positive impact on fourth-grade scores for children from lower-income families. They also find a positive impact on eighth-grade test scores for lower-income children, but it is smaller than the impact on fourth-grade scores.

The apparent successes of the Georgia and Oklahoma programs in improving children's school readiness have fueled recent calls for government-funded preschool expansion. However, we think that research findings do not necessarily support universal programs in all scenarios. The impacts on test scores are largest for economically disadvantaged children, particularly in later grades. This pattern of findings is sensible given that children from higher-income families will have more and better options for school enrollment at age four (figure 1-4). Indeed, evidence suggests that for every ten children from higher-income families who enrolled in the Georgia or Oklahoma programs, four or five would otherwise have been enrolled in a private preschool program. There is little research evidence to suggest that children from higher-income families or the families themselves benefit in any way beyond saving on child-care expenses (Cascio and Schanzenbach 2013). While worthy, the goal of reducing the child-care costs for middle-class families could potentially be achieved in a lower-cost way. Thus, given the policy evidence, only if state or local budget conditions permit would we recommend consideration of a widely accessible program, and even then we urge policymakers to learn as much as possible about the alternatives to the proposed program for any newly targeted children.
THE ROLE OF SUBSTITUTION

It is challenging to design a state preschool program—even one targeted toward low-income children—that does not induce a lot of switching from another preschool to the public program. The largest impact per unit cost comes from moving low-income children from attending no preschool to attending some preschool. Many low-income children would otherwise attend another program such as Head Start or center-based care; the additional educational impact of attending a high-quality state preschool program will be more muted for these children.

As a high-quality program becomes less targeted toward low-income children and enrolls more middle-income children, the share of new enrollees who otherwise would have attended preschool grows. The additional educational impact of switching from a high-quality, private preschool to a high-quality, public preschool is likely to be close to zero. The number of switchers and the cost of the program can be limited somewhat by charging tuition to higher-income families who enroll in the program.

ENSURING HIGH QUALITY

While “high quality” is a concept easily understood in theory, it is more difficult to measure and enforce in practice. One way to judge a state’s overall preschool quality is to use the criteria established by the National Institute for Early Education Research (NIEER); NIEER measures how many of ten benchmarks regarding the level of inputs are met by a state’s preschool policy. (This index is represented on the vertical axis of figure 1-2.) There are drawbacks to this approach because these benchmarks are only rough proxies for the classroom practices that are thought to make a high-quality program. For example, a state’s policy meets two benchmarks if it has a class-size cap of twenty and a maximum student–teacher ratio of 10:1. The state policy meets three more benchmarks based on the training level of teachers: one if the head teacher is required to hold a bachelor’s degree, a second if the teacher is required to have specialized pre-K training, and a third if assistant teachers are required to hold at least an Associate degree in child development. While on average these characteristics may be positively associated with high-quality programs, they are not necessarily the causal pathway to a high-quality classroom experience.

For example, it may not actually improve preschool classrooms to replace teachers who have no bachelor’s degrees but years of experience with teachers who have bachelor’s degrees but no experience. Thus, changing a policy to meet the NIEER benchmark may not actually result in an improved classroom experience for preschool children. In a similar spirit, many states have adopted Quality Rating and Improvement Systems that rates individual programs within a state along a variety of dimensions, most of them having to do with input measures. While such measures are only rough proxies for the classroom environment, they do provide important information to families deciding among various preschool options.

A 2013 review of the evidence by a panel of experts for the Society for Research in Child Development concluded that the most important aspects of quality in preschool education are stimulating and supportive interactions between teachers and students, and effective use of a developmentally focused, intensive curriculum (Yoshikawa et al. 2013). There are promising methods to identify the programs and classrooms that perform well on these measures, such as classroom observations using the Classroom Assessment Scoring System (CLASS), which measures the degree to which teachers interact with their students in a manner that stimulates learning in an emotionally supportive environment. Recent work by Sabol and colleagues (2013) has shown that preschool classroom observations of the interactions between teachers and students using CLASS are more predictive of test-score gains than are other inputs measures such as teacher education or class size. A drawback of this approach is that it is relatively costly to implement.

A New Approach

Since the impact of preschool expansions hinges on both the level of quality of the preschool program and on how much preschool improves the quality the child’s experience relative to what the child would be doing otherwise, policymakers must carefully consider the existing context in order to design and implement an effective preschool program.

NO PROGRAM: START A HIGH-QUALITY, TARGETED PROGRAM

In states where there is currently no public preschool, the evidence suggests a targeted high-quality program may yield a strong return. Therefore, a better investment may be in a smaller, higher-quality program rather than in a larger, low-quality program, especially if there are substantial numbers of low-income children who are not currently enrolled in a preschool program. If substantial numbers of children are already enrolled in Head Start, switching into a higher-quality state program may still improve children’s educational outcomes. Though we expect these gains to be lower for Head Start children than for children who would not otherwise have attended any preschool, there is evidence that Head Start has shifted its emphasis toward children ages three and under as state-funded preschool programs have expanded (Bassok 2012). Some children newly enrolled in state programs may
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then be attending Head Start at age three instead of age four, and thus be receiving two years of government-funded early education instead of just one. For states with strong Head Start programs, it would be useful to work closely with the existing Head Start program to ensure the highest possible return on the overall public investment.

EXISTING LOWER-QUALITY PROGRAM: IMPROVE QUALITY

In states with programs that score poorly on quality measures—such as California, Florida, Ohio, and Texas—the best plan may be to increase the quality of the program before expanding access to more students. Adopting state standards in line with the NIEER quality benchmarks may be a first step to increasing quality. For example, requiring head teachers to have a bachelor’s degree, providing health screening and referrals, introducing site visits to monitor quality, and requiring a student-teacher ratio of 10:1 or higher are all markers of quality used by NIEER. It is important to note that these quality benchmarks are only rough proxies for the learning environment experienced by the child. As a result, meeting more of the NIEER quality benchmarks may not substantially improve a child’s classroom experience. In other words, meeting the benchmarks might be necessary—but perhaps not sufficient—to achieve a high-quality program. Another promising approach would be to ensure that preschools have implemented a developmentally focused, intensive curriculum with integrated, in-classroom professional development as recommended in the Society for Research in Child Development report (Yoshikawa et al. 2013).

EXISTING HIGHER-QUALITY PROGRAM: EXPAND ACCESS

In states with existing high-quality programs that reach only a small share of four-year-olds, efforts should focus on expanding access to the programs. It is important to understand that while the state’s cost of expanding access is the same for all children, the potential educational impacts of the expansion will depend on what the newly enrolled children would have been doing otherwise. To the extent that new enrollees are moving from lower-quality Head Start programs, day care, or no preschool, the impacts would be expected to be larger. However, we would expect the education impacts on new enrollees switching from high-quality private preschools to be more muted. Some of this substitution (and cost) could be offset by charging tuition to higher-income families. Nonetheless, there are documented benefits of program expansion even when a high fraction of children switch from private to public preschool. For example, public preschool expansions decrease families’ out-of-pocket spending on child care.

WINNERS AND LOSERS

As described above, the largest gains will be expected when low-income children are moved from no preschool to a high-quality preschool. From an academic perspective, the gains will be expected to be smaller (or even zero) for higher-income children who switch into a public program from a comparable private preschool program. Nonetheless, for reasons that include the importance of peer interaction and political popularity, the best policy may be a universal program.

The social benefits to enhancing public preschool options may far outweigh the costs of investing in both the expansion costs and quality improvements. For example, beyond any academic benefits the available evidence suggests that high-quality preschool can have longer-term benefits for society through reductions in crime, teenage pregnancy, and dependence on public assistance. Narrowing the early educational gap between low-income and higher-income children is an important step toward reducing income inequality over time.

Questions and Concerns

Should we take money away from Head Start to invest in state preschool instead?

The existing evidence on preschool is all drawn relative to a baseline with the existing Head Start program. We don’t know whether the impacts would be similar if resources were shifted from Head Start to state programs. State expansions of preschool programs would be better combined with a national effort to improve the effectiveness of Head Start. Gordon and Mead (2014) outline policies to improve Head Start.

What are the benefits of expanding the program to three-year-olds?

There are several reasons to think that expanding a preschool program to the most disadvantaged three-year-olds would have a larger impact on learning than expanding a preschool program to the more advantaged four-year-olds for the same price. For example, the strong results found in the Perry Preschool program described in the text were from a two-year intervention starting at age three. The Head Start Impact Study finds positive short-term impacts on achievement levels of three-year-olds; similar to the impact findings for four-year-olds, however, the impacts are substantially diminished by third grade.
Do we get a large gain from expanding from a half-day to a full-day program?

There is limited evidence on the impact of moving from a half- to a full-day preschool program. There appears to be a persistent, positive impact of full-day preschool; because evidence of that impact is largely drawn from an intervention that also increased the length of the school year, it needs to be interpreted with some caution (Robin, Frede, and Barnett 2006). There is also evidence from the Head Start Impact Study that full-day programs have a larger impact on cognitive skills than half-day programs (Walters 2014). Experts in this area caution that the impact does not come from additional time alone, but stress the importance of ensuring that the curriculum and instruction is aligned to make the most of the extra time.

Besides academic achievement, what other areas are affected by preschool programs?

There are a variety of outcomes that have been shown to be positively impacted by preschool. Children have had better school outcomes across a variety of dimensions: higher attendance rates, fewer failing grades, less grade retention, a higher likelihood of graduating from high school, and less involvement in criminal activity. Improvements in these areas account for many of the economic benefits of preschool programs.

Do we expect a large impact on mothers’ employment?

Another benefit to free preschool that is often mentioned is that it may enable more mothers to become employed by reducing the opportunity cost to working. Nonetheless, the best estimates are that this impact will be relatively small. For example, if free preschool reduces the cost of child care by around $5,000 per year, and if a mother with a high school diploma or less would earn about $25,000 per year, then preschool reduces the cost of working by about 20 percent. Based on labor supply estimates, this would imply a relatively modest 0.8 to 1.6 percentage-point increase in labor supply.

Conclusion

By the time they reach kindergarten, disadvantaged children already show an achievement gap relative to their higher-income peers. In an attempt to level the playing field for low-income youth, some have called on policymakers to invest in early childhood education by expanding high-quality preschool access to a greater number of American families. Indeed, research has shown that expanding access to high-quality preschool programs can be a cost-effective way to narrow the achievement gap and help low-income children build skills. However, the impact of the program depends critically on a child’s education in the absence of the intervention. Children with ample developmental and educational support—such as those enrolled in private preschool programs—will benefit far less from expanded access to preschool relative to those without access to high-quality preschool.

In this policy memo we provide guidelines for policymakers seeking to maximize the impact of investment in early childhood education. Our framework calls for the establishment of a high-quality program in areas where programs do not exist, improved preschool quality in those states and localities with subpar programs, and expanded access in areas where high-quality programs already exist. The available evidence suggests that expansion of early education programs along these lines will lead to improved educational outcomes for disadvantaged children, in addition to a host of other social benefits such as lower crime, reduced teenage pregnancy, and a lessened reliance on the social safety net.
Introduction

Growing income inequality over the past three decades has created a social divide with stagnated incomes for families at the bottom of the distribution and sharply increased earnings for those at the top (Atkinson, Piketty, and Saez 2011). As the economic destinies of affluent and poor American families have diverged, so too has the educational performance of the children in these families (Reardon 2011). Socioeconomic gaps in children’s cognition and behavior open up early in life and remain largely constant through the school years (Duncan and Magnuson 2011). However, rising inequality in income is not the sole cause of the divergence in children’s achievement and behavior (Duncan et al. 2013). Parents do more than spend money on children’s development—they also promote child development by spending time with their children in cognitively enriching activities and by providing emotional support and consistent discipline. The “parenting divide” between economically advantaged and disadvantaged children is large and appears to be growing over time along these dimensions (Altintas 2012; Hurst 2010; Reeves and Howard 2013).

Consider the parenting time divide between economically advantaged and disadvantaged households. National time diaries show that mothers with a college education or greater spend roughly 4.5 more hours each week directly interacting with their children than do mothers with a high school diploma or less (Guryan, Hurst, and Kearney 2008). This relationship is especially noteworthy because higher-educated parents also spend more time working outside the home. Kalil, Ryan, and Corey (2012) further show that highly educated parents not only spend more time with their children than do less-educated parents, but that they spend that time differently. Specifically, highly educated mothers shift the composition of their time as their child grows in ways that adapt to different developmental stages. When children are in preschool, for example, college-educated mothers focus their time on reading and problem solving. This is precisely when time spent in learning activities best prepares children for school entry. During the middle school years, college-educated parents shift their attention to the management of their children’s lives outside the home—precisely the ages when parental management is a key, developmentally appropriate input. Non-college-educated parents do not match their time investments to children’s developmental stages in this fashion. Indeed, based on mothers’ patterns of time use across a variety of activities, researchers now posit that highly educated parents, more so than less-educated parents, view time with their children as an investment behavior with which to increase their children’s future human capital (Guryan, Hurst, and Kearney 2008). As highly educated parents increasingly adopt these patterns of investing in their children, the destinies of the children of college-educated parents may diverge even farther from those of their less-advantaged peers.

The disparities in parental time investment are important because time with children is shown to have direct and causal effects on children’s cognitive test scores (Villena-Rodán and Rios-Aguilar 2011). Price (2010) finds that an additional year of daily mother–child reading increases children’s reading test scores in the early school grades by 41 percent of a standard
deviation from average. By comparison, the Perry Preschool program, which is widely upheld as a model, has effect sizes on arithmetic achievement at age fourteen equal to 34 percent of a standard deviation, but at a cost of $20,500 (in 2013 dollars) for each participant (Schweinhart et al. 2005).

To bridge the parenting divide and improve the life chances of economically disadvantaged young children, I propose that the Administration for Children and Families (ACF) at the Department of Health and Human Services be tasked with building the knowledge base to create an Early Years Family Policy to promote more-effective parenting and child development in low-income families, especially for children from birth to age five.

This policy memo outlines action steps that the ACF can take to develop an evidence and innovation agenda to support parents in helping their children reach their full potential. In particular, I argue for three major evidence-based innovations: (a) increasing participation in existing programs so that they can achieve their intended goals, (b) modifying or adapting existing programs to test new approaches that might be more cost-effective and/or cost less, and (c) developing new interventions that are lower cost and better matched to families’ needs. For all three innovations, I advocate building on new knowledge from the field of behavioral science, given its potential for helping identify ways of changing behavior that are more cost-effective. These efforts have the potential to deliver smarter, more-innovative, and more-accountable programs for children and families. This commitment necessarily demands experimentation and testing with an eye toward developing new Early Years Family Policy interventions that can be offered cost-effectively and at scale.

Parents are children’s first teachers and, to equalize the playing field, governments need to invest in parents so that they can better invest in their children. Gaps in children’s skills could be narrowed if less-advantaged parents adopted the parenting practices of their more-advantaged peers, and many parenting interventions aim to do just that. Unfortunately, large-scale parenting interventions in the United States yield modest results at best and do not often change children’s cognitive or behavioral skills in the long run (Furstenberg 2011). An evidence and innovation agenda that helps policymakers identify and invest in what works is crucial for supporting parents’ engagement with their children.

One leading family intervention for low-income children—the Nurse-Family Partnership program—is being targeted for substantial expansion by the federal government. The program provides weekly in-home visits by trained nurses to low-income, first-time mothers, starting before the child is born and continuing through the child’s second birthday. One mission of the program is to improve children’s health and development by helping young, economically disadvantaged mothers provide more-competent care. Some experimental evaluations of the program show that it reduces child maltreatment. In one study, mothers who received nurse visits during their pregnancy and the child’s infancy had only 0.29 substantiated reports of child abuse and neglect at some point before the child’s fifteenth birthday. Mothers who did not receive nurse visits, in contrast, had on average 0.54 such reports (Olds et al. 1997). These results are noteworthy because child maltreatment is costly not only for the individuals affected, but also for society (Zaveri, Burwick, and Maher 2014). The program also yields long-run benefits for some children. By age nineteen, females in the treatment group had fewer arrests and convictions; a subset of these young women had fewer children and less Medicaid use than their control group counterparts (Eckenrode et al. 2010). Despite the notable impacts, there were no overall long-term treatment effects on high school graduation; economic productivity; number of sexual partners, use of birth control, and teen pregnancy or childbearing; and use of welfare, Supplemental Nutrition Assistance Program (SNAP), or Medicaid. Furthermore, there were no long-run impacts of the program on males (Eckenrode et al. 2010).

In short, this touted program appears to have made only modest improvements in parenting and the home environment. When the children were about preschool age, the experimental evaluation revealed no overall treatment differences in the HOME Inventory score (a measure of the cognitive stimulation and emotional support provided to the child in the home). Even among the small subsample of highly disadvantaged mothers, the impacts on parenting were

The Challenge

CURRENT POLICY APPROACHES AND LIMITATIONS

At present, social policy for fostering the skills of young children largely focuses on education intervention by improving young children’s access to preschool programs and increasing the quality of their primary and secondary schools. Model early childhood intervention programs and other school-based efforts can narrow the gap between low-income children and their middle-class counterparts (Chetty et al. 2011; Currie 2001; Deming 2009). However, even though such interventions have demonstrated long-term success (albeit for the relatively few children who have participated in them), family background remains an important correlate of children’s educational achievement and attainment (Bailey and Dynarski 2011; Belley and Lochner 2007; Reardon 2011).
OBSTACLES TO PROGRAM PARTICIPATION: INSIGHTS FROM BEHAVIORAL SCIENCE

Perspectives from behavioral economics show that basic human psychology often puts up roadblocks on the path between expressed intentions and actual behavior (Fudenberg and Levine 2006; Laibson 1997; Thaler 1991). Optimal behavior requires self-control. When surveyed about weight loss or low savings rates, for example, many individuals report that they would like to lose weight or save more but lack the willpower to do so (Thaler and Benartzi 2004). Parenting offers many examples of often difficult and sometimes even unpleasant demands whose rewards are uncertain and for which the payoff may not be enjoyed until many years later.

It is also difficult to change habits that have been developed and reinforced over time: parenting behaviors are correlated across generations and shaped by the beliefs and preferences of influential relatives and neighbors in our social networks (Duncan et al. 2005). Successful parenting programs will require unlearning a set of parenting practices and beliefs that may be deeply rooted in one’s family origin, culture, and community (Wagner, Spiker, and Linn 2002). Rowe (2008), for example, reports evidence that low-income parents, compared to their higher-income counterparts, respond less often to their young children’s utterances, based in part on their beliefs that adults cannot “make” babies talk.

Parents tend to want what is best for their children, but many parents are not getting the most out of the programs they are participating in, either because they are not participating fully in the programs or because the programs are not giving parents the tools they need for optimal parent–child interactions. Programs should help interested parents make decisions that are aligned with their professed intentions and goals. This would involve the redesign of programs and services to help parents get the most out of what these programs are offering.

The challenge is to figure out how to make use of these insights effectively to improve programs and policies. Fortunately, there is compelling experimental evidence on this point from interventions designed to promote health and financial behavior. In these arenas, programs designed on principles from behavioral science have proven effective for weight loss, smoking cessation, financial savings, and health behavior, among other outcomes (for examples see Ashraf, Karlan, and Yin 2006; Charness and Gneezy 2005; Kamenica 2012; Milkman et al. 2011; and Stockwell et al. 2012). Elements common to many of these interventions include commitment devices, which work by formalizing a pledge to do something or achieve an objective; incentives, which work by offering financial or nonfinancial rewards or recognition for changing behavior; and planning prompts,
which provide reminders designed to overcome problems of forgetfulness and procrastination. Many of the ideas in the behavioral economics toolkit are low cost, light touch, and highly scalable. To date, however, these insights have had little impact on the way we design parenting interventions.

Cognitive behavioral science offers a complementary perspective on parent engagement by highlighting the problem of cognitive scarcity among low-income parents stemming from their past and current exposure to toxic stress (Mani et al. 2013). One potentially important source of income-based differences in parenting is the repercussions of the daily stressors of low-income parents’ lives that place cognitive and emotional demands on parents’ attention and self-control. These financial strains leave little room to follow through on decisions that can affect their children’s future (Mani et al. 2013; Mullainathan and Shafir 2013; Shah, Mullainathan, and Shafir 2012). Accordingly, the possibilities for purposeful, goal-directed parenting are greatly diminished.

Some promising new approaches are focused on parents’ executive function skills, key components of which include impulse control, working memory, and mental flexibility. Experiences of trauma and stress make focus, memory, and mindful attention and decision-making difficult (Shonkoff 2012). Although experimental evidence is currently lacking, some promising programs for low-income parents are using coaching, multimedia, and computer games that have been specifically designed to create ways for adults to improve memory, focus, attention, impulse control, organization, problem-solving, and multitasking skills (Babcock 2014). Mindfulness meditation training, mind–body exercises (e.g., relaxation breathing practice), and brain games are tools that may increase the quality of parent–child interactions, and likely better mental health and health outcomes to boot (Davidson et al. 2003).

A New Approach

This policy memo proposes that policymakers become better informed on effective interventions that can motivate and support parents to do the things that parent–child programs are intended to encourage. Although the lack of participation and engagement has long vexed researchers and program administrators, the standard model for parenting interventions has changed little over time. To achieve success and scale-up, and to be cost-effective, we need to make progress on two related fronts. First, we need to better understand parental motivation to participate in programs. Attrition and engagement require explicit empirical attention; programs should be designed in a way that can model these processes. Although conventional wisdom attributes lack of participation and engagement to parents’ stress and complicated lives, as Wagner, Spiker, and Linn (2002) argue, there are few empirical data to support these assumptions.

We should find a way to deliver parenting programs effectively despite parents’ challenging life circumstances. If not, we will continue to produce apologetic reports documenting disappointingly weak effects and will eventually lose the political and public will to spend taxpayer dollars on such efforts.

On the second front, we need to design and experiment with new strategies for making parenting programs more efficient and more effective, drawing on new insights from behavioral science. Specifically, we need to draw on insights that lead to promising new avenues to improve take-up, retention, engagement, and impact of early childhood, parenting, and related public health interventions.

The main barrier to scaling-up parenting interventions nationwide is the currently limited understanding of the key ingredients of successful programs. Public support for government-funded home visiting programs is weak (The Pew Charitable Trusts 2014), and efforts in this arena are hampered by the idea that family policy is an intrusion in the private sphere of family life. We do not debate, however, that children should have regular vision and hearing screenings throughout their school years. But unlike receiving a regular schedule of such screenings, we have no consensus about what families should be required to do to help children achieve their full potential. Moreover, whereas hearing screenings are considered the best way to identify hearing deficiencies in order to prevent or minimize effects on educational progress, we do not have a screening to identify risk factors or effective parenting behavior to prevent children from, say, dropping out of high school.
DESIGN AND EVALUATION OF EVIDENCE-BASED PROGRAMS

Specifically, the ACF should design and evaluate rigorous experiments, using randomized control trials where possible, to test the efficacy of new interventions and design refinements to existing interventions. Given the evidence outlined in this paper, research findings from the social and behavioral sciences can be harnessed to implement low-cost approaches to improving program results. The goal should be to develop new interventions (or adaptations to existing interventions) that use the cutting-edge tools of behavioral economics and new insights from neuroscience that guide current thinking about executive function and mindfulness.

The centerpiece of this proposal is a new research competition sponsored by the ACF at a level of $10 million annually for five years. With these funds, the ACF will hold peer-reviewed competitions to select grantees who are willing to embed innovative randomized control trials into existing programs. This approach avoids reinventing the wheel, and focuses instead on innovations in program design and delivery that increase parental engagement and impact. In addition, I propose that $1 million of the competition funds each year be targeted to developing new interventions that are lower cost and better matched to families’ needs. Priority for these funds each year should be targeted to grantees proposing the use of affordable technology as a tool to promote parental engagement and participation in programs. (I expand on this idea below.)

To facilitate the efforts of this new evidence and innovation agenda, and for relatively minimal cost, agencies can form partnerships with academic experts, including using externally funded Intergovernmental Personnel Act assignments, to receive conceptual advice on cutting-edge research findings that should inform how policies are designed, and to receive technical support on designing, evaluating, and iterating experimental field studies.

Upon the successful completion of these activities, the ACF can make recommendations for expanding efforts with a proven track record, identify gaps in knowledge, and design a roadmap to achieve new knowledge. These efforts not only would elevate attention to parenting and the home environment, but also would create a plan for coordination with efforts to expand preschool opportunities for low-income children. Following this plan of action will help to ensure that children arrive at preschool as prepared for learning as possible, and will increase the chance that the quality of parenting and the home environment are sufficiently strong to prevent fade-out of high-quality preschool experiences.

I next offer some examples—also summarized in table 2-1—of the kinds of research trials and evaluations of new approaches to changing parent behavior that the ACF should help fund, design, and evaluate.

Home-visiting programs

An experiment that my colleagues at the University of Chicago and I are currently designing will test a behaviorally informed intervention intended to increase the frequency with which low-income parents engage in educational play with their children. This study will randomly assign about 500 parents of preschool-age children to a treatment and control condition. The treatment combines information about the importance of educational playtime, a commitment to spend the time, recognition for spending the time, and planning prompts. Parents in the treatment and control group will be given electronic tablets to take home for six weeks; these tablets will be preloaded with educational apps and games, and will record the amount of time parents spend using them with their preschool-age children. The experiment will test whether the suite of behaviorally informed nudges and incentives significantly increases the time parents in the treatment group spend with their children. This is the first study of its kind that we know of, and thus there is great scope for funding similar types of studies with different parents or caregivers in the low-income population.

A second example highlights innovations in home visiting with a program being developed and evaluated by Bierman and colleagues (2013). This study is testing the REDI Parenting program, a home-visiting program designed to complement the Head Start classroom program by enhancing the school readiness of economically disadvantaged preschoolers. Each month parents receive a REDI activity club box at the home visit, containing learning materials for them to use, books for them to read, and games for them to play with their children. The books have explicit questions embedded to support parents’ interactive book reading; this element of the intervention draws from behavioral insights. That is, the program removes the seemingly trivial barriers to engaging parents in this type of parent–child interaction by devising questions and prompting children to respond. Evidence suggests that providing this home-visiting intervention has led to sustained effects through third grade. In contrast, impacts faded out for children who participated in the classroom without the home-based intervention.

Technology-based initiatives

The ACF should also prioritize the design and evaluation of new strategies that make use of affordable technology as a tool to promote parental engagement and participation in programs. Advances in technology not only could address
barriers to effectiveness, but also could open up new avenues for programs to make an impact. Given the ever-decreasing costs of hardware and the low marginal costs of software, using technology to improve on existing approaches, as well as to develop new approaches, is a promising strategy from a cost–benefit perspective. One example of such an approach might be an interactive parenting coaching program that mimics home-visiting programs. To envision the potential merits of such a novel approach, consider the idea that many parenting interventions rely on a model where one delivery method fits all, and that these interventions require a serious commitment of time. A technology-based approach in which educational materials were preloaded on a digital device or were downloadable from the Internet could reduce a program’s dependence on home visits. Parents would not have to depend on face-to-face meetings to stay current with the program and, provided they have access to the Internet, could make use of social media platforms to develop partnerships with other parents. Such an approach, which is both lighter-touch and lower-cost than the traditional in-person service delivery model, may be suitable for many families.

Prototypes of such programs have begun to emerge from the research world. For example, Baggett and colleagues (2010) created InfantNet—a Web-based parenting intervention and remote coaching program for low-income single mothers of infants—which was originally designed to provide parent support services to families in rural areas. The program provided mothers of infants with a computer, webcam, Internet connection, and technical/training support for six months. In a pilot sample of forty caregivers, mothers completed eleven online sessions that included modeling videotapes, computerized videotaping of actual parent–infant interactions, and weekly phone calls with a coach who monitored the parents’ use of the materials and reviewed the parent–infant interaction video in consultation with the parent. The results suggested that parents used more than 90 percent of the materials and found them useful and easy to

<table>
<thead>
<tr>
<th>Program</th>
<th>Type of program</th>
<th>Intervention</th>
<th>Sample description</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational Play Intervention, University of Chicago, ongoing</td>
<td>Behaviorally informed intervention</td>
<td>Provides electronic tablets loaded with educational apps and games that record amount of time parents spend using them with pre–K children</td>
<td>500 parents of preschool-age children</td>
<td>To be determined</td>
</tr>
<tr>
<td>Head Start REDI Program, The Pennsylvania State University, 2003</td>
<td>Home-visiting program designed to complement Head Start</td>
<td>Provides twice-monthly home visits in pre–K and kindergarten</td>
<td>356 four-year-old children in 44 Head Start classrooms</td>
<td>Sustained impacts on vocabulary, literacy skills, and social behaviors through third grade</td>
</tr>
<tr>
<td>InfantNet, Lane County Oregon, 2006–2008</td>
<td>Web-based parenting intervention and remote coaching program</td>
<td>Provides mothers of infants with computer, webcam, Internet connection, and technical/training support for six months</td>
<td>40 infants and their mothers with income at or below 185 percent of U.S. Poverty Income Guidelines</td>
<td>Positive impacts on parental mental health and children’s social behavior; parents used over 90 percent of material</td>
</tr>
<tr>
<td>Momba, Yale University, Connecticut, ongoing</td>
<td>Interactive web-based smartphone application</td>
<td>Provides low-income mothers with access to social network of pregnant and new mothers</td>
<td>First-time, low-income mothers</td>
<td>To be determined</td>
</tr>
</tbody>
</table>

Sources: Baggett et al. 2010; Bierman et al. 2013; Seger 2012.
understand. The intervention also had a positive impact on parental mental health and children’s social behavior.

As another relevant example, researchers at the Yale Child Study Center are in the process of creating an interactive Web-based smartphone application modeled after successful social networking tools. The app will create a virtual network of first-time low-income mothers to connect them to one another, mental health services, and parenting support; it will also incorporate rewards for participation (Seger 2012).

These nascent efforts are incorporating insights from behavioral science and advances in technology (and sometimes both). They have shown promising results, albeit almost exclusively at the pilot or proof-of-concept stage, and merit more testing and investment.

COSTS AND BENEFITS

Researchers have estimated that some parent-training programs delivered by home visitors return $1.80 for every $1.00 invested, especially for the highest-risk families (Aos et al. 2004). They are nevertheless costly. It seems reasonable to expect at least that great of a return on investment if existing programs can be made more efficient and cost-effective, or if new programs can be designed with the same goal. To support this effort, the ACF should prioritize high-quality, low-cost evaluations and rapid, iterative experimentation. Such approaches can follow the lead of those in the private sector that use frequent, low-cost experimentation to test strategies to improve results and return on investment.

To put the proposed $10 million in annual research and development spending in context, it is useful to compare it to the commitment President Obama has made to expand home visitation to additional low-income children. Specifically, the Affordable Care Act of 2010 included $1.5 billion over five years for states to operate the Maternal, Infant, and Early Childhood Home Visiting program. The administration’s proposed fiscal year 2014 budget adds $6 million to the $400 million allocation for that program. It also proposes that Congress ensure the continuation of the program beyond 2014 by investing $15 billion in funding for the program from 2015 through 2025.

The Department of Health and Human Services is spending additional funds on a five-year national evaluation of the Maternal, Infant, and Early Childhood Home Visiting program, as mandated by the Affordable Care Act (Michalopolous et al. 2013). The national evaluation study is a large-scale (with a sample size of 5,000), in-depth, expensive, multiyear effort. It will yield results on the short-term impact on family outcomes of four different types of existing home-visiting programs, including Early Head Start–Home Visiting, and the Nurse-Family Partnership. However, for the reasons I have outlined in this proposal, it seems wise in an era of scarce government resources to devote some funding to develop and evaluate new approaches that are potentially more cost-effective to improve parenting and promote child development, rather than focusing evaluation and knowledge-building efforts exclusively on status quo approaches.

Questions and Concerns

**What programs besides home-visiting programs would benefit from behavioral insights and technology?**

The emphasis in this proposal has been on changing parenting behavior, and this naturally lends itself to a discussion of home-visiting programs. The insights from innovative approaches to research and evaluation can be applied to any program that interacts with parents. For instance, key goals of the Head Start preschool program are to engage parents in the classroom and to conduct outreach to improve parental support of children’s learning at home. These parent-directed efforts could be enhanced with new knowledge from the R&D efforts proposed here. New knowledge from behaviorally informed or technology-enhanced efforts could also be applied in child welfare programs, Head Start, Early Head Start, and early intervention.

**Would the behavioral insight-informed approaches for parents also enlighten the work of other early childhood care providers?**

The emphasis in this proposal has been on parents, and I have argued that this approach is necessary to improve the life chances of low-income children. But this proposal may not be sufficient. Young children are exposed to multiple types of nonparental caregivers and teachers. There is every reason to think that behavioral insight–informed approaches could yield important positive benefits for other early childhood caregivers. For instance, teachers in early childhood education programs serving low-income children often suffer from stress and job burnout, in part due to the challenges of dealing with the stress and trauma experienced by the children under their care. Tools that make the job of these caregivers easier, whether based on technology or a mindfulness intervention, and that help teachers focus, problem-solve, and multitask, hold great potential for improving caregivers’ efforts and interactions with young children. For example, Landry and colleagues (2009) show how technology and its capability for providing immediate personalized feedback significantly improves teachers’ ability to plan their behavior and makes their interactions with preschool children more efficient and effective.
“Light-touch, low-cost” sounds good in theory, but how are your innovative programs going to serve families where parents suffer from serious mental health problems or are otherwise in extremely stressful circumstances?

Some parents will always need intensive services and will require an ongoing personal relationship with a home visitor or social worker. However, there is another group that does not need or desire such an intense relationship. The problem right now is that we don’t have a very good estimate of how large either of these two groups is or what their preferences are for the different ways in which they could interact with programs. Moreover, most existing programs take a one-size-fits-all approach, which is likely inefficient for both groups of parents. Innovation in program design and delivery is likely to yield benefits to a broad share of the targeted parent population.

In absence of a federally funded intervention, is there anything that community groups can do to bridge the parenting divide?

Yes. Research that builds more-useful evidence can and should occur at multiple levels—from federal down to local efforts. Local programs are often more nimble and flexible and thus could potentially more easily move toward the behavioral science-informed experimentation approach I have outlined here. Owing to this flexibility, community organizations may also be well positioned to adopt a framework of continuous quality improvement. In addition, experimentation at the local level is critical for understanding how program innovations interact with local contexts, specific populations, and different types of practitioners.

Conclusion

In sum, the United States has made little progress toward narrowing the achievement gap between advantaged and disadvantaged children. Parenting interventions have had limited success, in large part because participation retention and/or the quality of engagement in such programs is low. I propose the development of an evidence and innovation agenda to support parents to meet their goals of helping children reach their full potential. New knowledge from the field of behavioral science has great potential for helping identify ways of changing behavior that are more cost-effective. The challenge is to figure out how to make use of these insights effectively to improve programs and policies for low-income parents and children. The ACF should devote substantial additional resources to creating and promoting an Early Years Family Policy agenda focused on new and improved ways to support parenting and child development in low-income families with young children. Such an agenda has the potential to deliver smarter, more-innovative, and more-accountable programs for children and families. This commitment necessarily demands experimentation and testing with an eye toward developing new interventions that can be offered cost-effectively and at scale.
Introduction

Children born to young, unmarried mothers in the United States face an elevated risk of poverty. More than half of births last year to women under the age of thirty were outside of marriage. In 2012, single mothers headed nearly 25 percent of families, compared to 13 percent in 1970 (U.S. Census Bureau 2012). In that same year, 47 percent of children living in single-mother families lived below the federal poverty level, more than four times the 11 percent poverty rate for children living with their married parents (U.S. Census Bureau 2013). Children of single mothers fare less well in school and in life than children of married parents (see McLanahan and Sandefur 1994; Waldfogel, Craigie, and Brooks-Gunn 2010). For these reasons, addressing the situation into which children are born needs to be a key component in our nation’s fight against poverty.

Most single mothers claim that their pregnancy was unwanted or mistimed. Because births to unmarried mothers are largely unintended births, we believe that the most realistic approach to slowing the growth of single-parent families is to help women delay childbearing until both parents are ready to raise a child and prepared to make a long-term commitment to the other parent. Doing so will improve child well-being and reduce child poverty rates.

To that end, we propose a social marketing campaign designed to improve knowledge and attitudes about ways to prevent unintended pregnancies so that women can make better-informed decisions. Specifically, we propose that the U.S. Department of Health and Human Services’ Office of Population Affairs (OPA) use Title X monies to fund states for the purpose of launching a social marketing campaign to educate women about the safety, effectiveness, and convenience of long-acting reversible contraceptives, or LARCs. These state-run campaigns would target the population of women most vulnerable to births outside of marriage: low-income women between the ages of fifteen and thirty.

The Challenge

THE GROWTH OF SINGLE-PARENT FAMILIES

Since about 1980, the growth of single-parent families has been driven almost entirely by an increase in childbearing outside of marriage, often the result of people sliding into relationships and having an unplanned baby. As seen in figure 3-1, this growth has been concentrated among less-educated women.

The result is a growing class divide in family-formation patterns. Combined with growing gaps in income and in education, this widening divide in family structure threatens social mobility (Sawhill 2012; Sawhill and Venator 2014).

Pregnancies and births to unmarried women are largely unplanned. Approximately half of all pregnancies in the United States are reported by the mother as unintended, and that number increases to 70 percent among single women under thirty (Zolna and Lindberg 2012). Unintended pregnancy rates are highest for women that are the least economically advantaged, as seen in figure 3-2. In particular, unintended
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Pregnancy rates for poor women (women with incomes at or below 100 percent of the federal poverty level) and low-income women (women with incomes between 100 percent and 199 percent of the federal poverty level) are more than triple the rate for women with incomes at or above 200 percent of the federal poverty level.

DELAYING CHILDBIRTH AS AN ANTIPOVERTY STRATEGY

Delaying births is no guarantee that poverty will be reduced. As noted above, most of the increase in unwed childbearing is occurring among less-educated women. Given their disadvantages, they might be poor regardless of whether or not they postponed childbearing. For this reason, it is important to combine our proposal with measures to improve the educational and labor-market opportunities of less-advantaged women. But we believe that delaying pregnancy is a crucial step toward improvements in child well-being and in lowered child poverty rates.

Children born to young, unmarried mothers are more likely to fare worse on many dimensions, including school achievement, social and emotional development, health, and success in the labor market. These children are at greater risk of parental abuse and neglect (especially from live-in boyfriends who are not the children’s biological fathers), are more likely to become teen parents, and are less likely to graduate from high school or college (McLanahan and Sandefur 1994; Waldfogel, Craigie, and Brooks-Gunn 2010).

Because unintended births are concentrated among low-income unmarried women, reducing the number of these pregnancies would decrease the number of children born to poor single mothers. A recent paper, based on a simulation with a variety of data sources, suggests that eliminating all unwanted (but not mistimed) births would lower the share of children born into poverty by 2 percentage points and increase the percentage of children born to college-educated mothers by 4 percentage points (Karpilow et al. 2013).

A New Approach

If a large proportion of less-advantaged young adults are having children as the result of unplanned pregnancies, then one way to reduce child poverty is to prevent unintended pregnancies and births. Encouraging more young women to use effective forms of birth control, especially LARCs, can help accomplish that goal. The first step in this process is to increase awareness among young women about the availability, convenience, safety, and effectiveness of these contraceptive devices through a social marketing campaign.
To be effective, this initiative must be combined with efforts to ensure that health providers are well-informed and prepared to provide LARCs, and that there are fewer barriers to affordable health care. More community health centers and the expansion of Medicaid to all states as called for in the Affordable Care Act would help to ensure that providers could accommodate the demands of a social marketing campaign. The Affordable Care Act—with its contraceptive mandate, subsidized premiums, Medicaid expansion, and investment in community health centers—has the potential to transform the health-care landscape. However, there will likely be some groups left uncovered and gaps in coverage for others, especially in states that have so far rejected the Medicaid expansion. In the meantime, our proposal deals with a problem that will exist regardless of any successful expansion of health-insurance coverage.

THE EFFECTIVENESS OF LARCs

The class of contraceptive devices referred to as LARCs includes implants and intrauterine devices (IUDs). These have very low failure rates (<1 percent), far lower than the two most commonly used forms of contraception: condoms (18 percent) and the Pill (9 percent). According to a study in the St. Louis area that gave women free contraception and counseling on the efficacy of different contraceptive methods, women who used the Pill, a transdermal ring, or a hormonal patch were twenty times more likely to get pregnant than were women who used a LARC (Secura et al. 2010). A LARC is roughly forty times more effective than a condom. The greater effectiveness of LARCs compared to condoms or the Pill has less to do with their ability to prevent a pregnancy—assuming full compliance with a method—and much more to do with the fact that they change the default from being protected only when the method is used consistently and correctly, to always being protected, regardless of what the user does. They are also easy to use and reversible. Once a woman and her partner decide that they want a baby, they can choose to remove the device with a quick return to the clinic.

THE ROLE OF SOCIAL MARKETING CAMPAIGNS

Health behaviors—particularly risky ones like smoking, unhealthy eating, or unprotected sex—are influenced by social norms and individual motivation. Social marketing campaigns identify these norms and the behaviors that need to be changed, and create messages tailored to reach those people engaging in risky behaviors. An effective, well-communicated message can influence behavior in a positive way.

Campaigns focused on health behavior have proved effective in the past. For example, the American Legacy Foundation’s Truth campaign, aimed at reducing smoking among teens, has been credited with changing attitudes about tobacco and
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reducing the number of teens who smoke by 22 percent over three years (Farrelly et al. 2005). Campaigns about sexual behaviors have been less common and, until recently, have typically focused on condom use and HIV awareness. On average, these campaigns increased positive sexual behaviors among the target population (e.g., men using a condom) by as much as 6 percentage points (Evans, Silber-Ashley, and Gard 2007; Sawhill, Thomas, and Monea 2010). While 6 percent may sound small, given the broad reach of such campaigns, their cost-effectiveness is high. One approach of social marketing campaigns is to embed messages in popular television shows. An analysis of MTV’s 16 and Pregnant suggests that the message broadcast by the show (that is, the difficult reality of becoming a teen mother) led to roughly a 6 percent reduction in teen births between June 2009 and the end of 2010 (Kearney and Levine 2014).

A social marketing campaign targeting unintended pregnancy would aim to produce continuous protection against pregnancy (through LARCs) since the main cause of unintended pregnancies, almost as important as nonuse, is inconsistent use. More than half (52 percent) of unintended pregnancies are due to nonuse of contraception, 43 percent are due to inconsistent or incorrect use, and only 5 percent are due to method failure (Gold et al. 2009).

Within the goal of encouraging more-consistent use of contraception, the campaign would be designed around four objectives, drawing in part on lessons learned from past or ongoing campaigns in Colorado and Iowa with similar goals (see boxes 3-1 and 3-2).

The first objective is to educate young women about the risks of pregnancy and to motivate them to protect against an unplanned pregnancy. The most commonly cited reason for not using contraception given by women in a government survey was, “I didn’t think I could get pregnant” (Mosher and Jones 2010). Other evidence suggests that many young people who have had unprotected sex and not gotten pregnant infer (incorrectly) that they cannot or will not get pregnant from subsequent sexual encounters (Frohwirth, Moore, and Maniaci 2013). Focus group research in Colorado further suggests that many women are in denial about the risks of pregnancy (Prevention First Colorado 2009).

The second objective is to educate young women on contraceptive options and dispel myths surrounding contraception, especially with regard to LARCs. Despite their effectiveness, only about 9 percent of women on contraception use IUDs (Finer, Jerman, and Kavanaugh 2012). Among sexually active women aged twenty to twenty-four, about 3 percent use IUDs as their primary form of contraception, 27 percent use the Pill, 7 percent use another hormonal method (e.g., patch, injectable, or contraceptive ring), and 15 percent rely on condoms; 42 percent of sexually active women in this age group report using no contraception (Jones, Mosher, and Daniels 2012).

Young women also seem to lack knowledge about the range of birth control options available to them. One-fourth of young adults have never heard of IUDs and more than half have never heard of the implant (Kaye, Suellentrop, and Sloup 2009). Even when LARCs are readily available, women do not always take advantage of them because of spurious concerns about side effects spread through word of mouth. For example, a third of young adults still mistakenly believe that IUDs often cause infections, partially because of the continued fallout from Dalkon Shield’s faulty design in the 1970s (ibid.).
However, the latest research suggests that LARCs are safe for women of all ages, including adolescents and both pre- and post-childbearing women (Espey and Ogburn 2011; Peterson and Curtis 2005; Tolaymat and Kaunitz 2007). Some women experience negative side effects, such as perforation and infection; the likelihood of those two issues arising from an IUD today, however, is less than 0.1 percent (Hubacher et al. 2001; Stoddard, McNicholas, and Peipert 2011). Implants have similarly been found to be efficacious and safe (Darney et al. 2009). Changing the message about contraception to encompass more than just condom use or the Pill is important, and campaigns in Colorado and Iowa have already started to enlighten young women through social marketing and educational counseling.

The third objective is to convince women that LARCs are not just safe and effective, but also a low-maintenance and hassle-free form of contraception, well-suited to women with busy lives. The primary problem for some women is not access to contraception, but rather their ability to use it consistently—to always use a condom in the heat of the moment, to remember to take a Pill, or to get their prescription refilled so that there are no gaps in protection. When asked why they were not using contraception, many women who had an unintended pregnancy reply, “I simply wasn’t thinking” (Edin et al. 2007). Focus group research in Colorado showed that many women often simply forget to take the Pill (Prevention First Colorado 2009). A social marketing campaign needs to persuade women that LARCs are the “no worry” and “no hassle” way to ensure that they are effectively protected against an unplanned pregnancy.

It should be noted that these campaigns would not be advocating that women use LARCs as their sole method of birth control. Rather, the campaigns would emphasize LARCs’ efficacy in reducing pregnancy while also counselling that they do not protect against sexually transmitted diseases (STDs). One of the benefits of the campaign model we are proposing is that it encourages women to go to clinics to talk to trained professionals about birth control. These trained professionals would advise women on all aspects of sexual health, including the importance of continued use of condoms and regular STD testing.

A fourth objective of the campaign is to make sure that once a woman is motivated to use a LARC, she will be able to easily find a clinic or health-care provider who has a supply of LARCs on hand and whose staff is trained to provide the appropriate counseling and care. Unfortunately, many physicians are not up-to-date or trained in how to provide LARCs to their patients (Dehlendrof et al. 2010; Harper et al. 2008; Madden et al. 2010). Both the Colorado and Iowa campaigns provided training to all clinic staff, and not just to physicians. The University of California, San Francisco Bixby Center for Global Reproductive Health is conducting a major study (2014) testing the effects of improved training for family-planning clinicians on access to and use of LARCs. Their randomized trial has been underway since 2008 and the results are not yet available, but concern about provider knowledge and training is widespread among those in the field. Although the focus here is on the social marketing campaign, we strongly recommend that any campaign be combined with efforts to make sure that providers are well-prepared when clients show up. Expanding on this effort in detail is outside the scope of the current proposal.

IMPLEMENTATION DETAILS

For states looking to follow the models set by Iowa and Colorado, the first step would be to secure funding for a social marketing campaign. Both of these programs were created through a private–public partnership, but past campaigns (such as the Don’t Kid Yourself campaign in the 1990s; see box 3–3) have been federally funded under Title X (Weinreich 1999). We propose that the OPA set aside $100 million per year ($500 million over five years) under Title X specifically for states that intend to create social marketing campaigns to combat unintended pregnancy. Public–private partnerships would be encouraged as well. The deputy assistant secretary
In 1996, six states (Colorado, Montana, North Dakota, South Dakota, Utah, and Wyoming) implemented Don’t Kid Yourself, a campaign with the goal of reducing unintended pregnancy among low-income women between the ages of eighteen and twenty-four. They used radio ads, newspaper ads, posters, and drink coasters in bars, clubs, and coffee shops to spread messages encouraging the use of birth control and providing information about how to get birth control at family-planning clinics. Their pilot program in two cities was a success, but when they expanded regionally to fifty-five cities in all six states, there was a much lower exposure rate—only 15 percent of the target population reported being exposed to the campaign. However, the message was somewhat successful among those it reached. Three-fourths of those exposed initiated conversations with significant others about birth control due to the campaign, and more than 55 percent of those exposed reported calling a family planning clinic for more information. (This box is based on Weinreich 1999.)
evidence clearly relays who the campaigns reach and how they affect those they reach. These metrics should be collected on a state-by-state basis at the six-month, one-year, three-year, and five-year marks to capture both short- and long-term effects of the campaign and any differences based on implementation across states.

**COSTS AND BENEFITS**

Compared to other antipoverty programs, social marketing campaigns are very cost-effective. In fact, most evidence suggests that they save money. Consider a $100 million annual investment that reaches one-quarter of unmarried women between ages fifteen and thirty in this country. Assume that 5 percent of these women shift to a LARC each year as a result of the campaign, half of them from using a condom and half from using no contraception. The resulting reduction in unintended pregnancy each year would be about 160,000 averted pregnancies. Of the 40 percent (or 67,000) of unintended pregnancies carried to term, about half of these births (approximately 34,000) are to women living below the poverty line. Monea and Thomas (2010) estimate a total taxpayer savings of $24,000 for each averted birth to a poor or low-income woman. Of the 34,000 averted births in this scenario, about 10,500 would not occur at all, resulting in savings of $253 million per year; the remaining births would be delayed on average by two years, resulting in additional savings of $280 million per year.\(^6\) This means that the savings to taxpayers would be over $500 million per year, yielding a cost–benefit ratio of about five to one. If we loosen our assumptions to include all births to women eligible for Medicaid-covered pregnancy costs (i.e., women below 200 percent of the federal poverty level) rather than just births to poor women (i.e., women below 100 percent of the federal poverty level), the cost–benefit ratio increases to eight to one.

Previous studies of costs and benefits have shown a similar benefit-to-cost ratio for taxpayers. For example, Thomas (2012) finds that a social marketing campaign costing $100 million per year will result in approximately a 4 percent reduction in unintended pregnancies, roughly a 2 percent reduction in the number of children born into poverty, and savings of $431 million to taxpayers per year. The taxpayer-savings figure includes not only reduced Medicaid payouts for prenatal and pregnancy care, but also an estimate of the cost to taxpayers of publicly subsidized benefits (e.g., through the Temporary Assistance for Needy Families and the Earned Income Tax Credit) for the children until the age of five (Monea and Thomas 2011).

These calculations count only the public benefits of reducing unintended pregnancies. There would be additional benefits for a mother of delaying a birth until she is ready, such as being able to stay in school or finding a stable partner before having children (Lichter and Graefe 2001; Ng and Kaye 2012). Furthermore, the benefits to the children of being born to older parents in more-stable relationships are large.

**Questions and Concerns**

**Do social marketing campaigns really work?**

Some do and some do not. It is important that any campaign be well-funded and well-designed to achieve a set of specific objectives. In addition, there needs to be local buy-in, which is why we recommend that states must make an active decision to apply for grants and that the OPA evaluate applications based, in part, on whether the state has sought and obtained local buy-in. In addition, the campaign will not be effective unless funding for all forms of FDA-approved contraception is available following the implementation of the Affordable Care Act in the states, and unless providers are trained to provide all forms of contraception. With these caveats, as noted in the text, campaigns can change the behavior of perhaps 5 percent of the target population and avert a large number of births to poor women.

**Won’t these women be disadvantaged and their babies poor no matter when they give birth?**

By permitting women to complete more education, to gain more work experience, and to form a stable two-parent family, the odds that any child will be born into poverty are reduced. Moreover, women who defer childbearing until they want to be parents are likely to access more prenatal care, to be better parents, and to create better life prospects for the child.

**Do these women who say they are having unintended pregnancies really mean it?**

Unintendedness is a continuum. There is no bright line between a birth that is planned and one that is unplanned. Some women (and their partners) are clearly ambivalent or simply do not plan at all. That said, the only hard data we have suggest that rates of unintended pregnancy are very high, especially among poor women. A large number will abort the pregnancy. On the other hand, the fact that so many say the pregnancy was unintended—and that mothers say this even after they have bonded with their newborn infant—tends to bias answers to this question downward, not upward.

**Is it politically realistic for the government to fund a social marketing campaign in such a contentious arena?**

Contraception is a politically contentious issue. Prior efforts to increase access to contraception have been met, at times, with
substantial political opposition; in some cases this opposition has successfully derailed public programs. Still, many programs have been implemented despite this opposition. In particular, we note the success in implementing social market campaigns in Iowa and Colorado—two states that fall in the middle of the political spectrum. Thus, while we acknowledge that political sentiment is a formidable obstacle to universal take-up of social marketing campaigns aimed at contraception use, the successes in Iowa and Colorado suggest that this barrier will not prove insurmountable in a wide swath of states.

Conclusion

Children born to young, unmarried parents are much more likely to grow up in poverty than are those born to older and/or married parents. Many of these children are born to women who did not intend to get pregnant, and who state that the pregnancy was either unwanted or mistimed. Reducing the number of children born to these mothers would significantly reduce the number of children born into poverty. Creating greater awareness of the risks of pregnancy and how to reduce that risk will help women match their childbearing behaviors to their intentions and make it easier for women to delay pregnancy until they can give their child a stronger start in life. All the evidence suggests that this proposal to launch social marketing campaigns would reduce unintended pregnancies and births, reduce child poverty, and save the government money in the process. Family planning by itself will not eliminate child poverty, but it is an important step in the process.
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Introduction

The need for mentoring programs is indisputable. Over 30 percent of children live in households headed by a single parent (or no parent), a rate that has doubled over the past forty-five years (see figure 4-1). Six in ten African American children live in households of this type, which actually reflects a slight decline in recent years; this rate has been as high as two-thirds. Estimates indicate that upwards of 9 million children have no caring adults in their lives (Bruce and Bridgeland 2014; Cavell et al. 2009). This policy memo reviews the evidence of success from past and current mentoring programs and proposes ways to move forward that could truly make a difference in the lives of young people by providing them with opportunities that could propel them forward in life.¹

Although there are 5,000 mentoring programs in this country providing services to 3 million young people (Dubois et al. 2011)—with Big Brothers Big Sisters alone serving almost 200,000 children (Big Brothers Big Sisters of America 2012)—many youth remain unserved. Before we propose expanding mentoring programs to more youth, it is critical that we identify existing programs and the components of those programs that work best. This paper will do that, and then, based on the best available evidence, will argue that community-based mentoring programs in the vein of the traditional Big Brothers Big Sisters model are most effective.

I propose that these programs be implemented in accordance with a set of best practices and be rigorously evaluated in order to determine the key components for program success with the goal of designing the best possible interventions for improving the life outcomes of disadvantaged youth.

The Challenge

A wide variety of programs aim to pair disadvantaged youth with role models in one-on-one relationships in hopes of providing these youth with advice and guidance that they may not otherwise have. As noted at the outset, there is an immense need for mentors in this country given the number of children who lack proper adult guidance (about 9 million), but determining how to establish an effective mentoring program is not entirely straightforward. A major obstacle to moving forward is sorting through the breadth of research on past and existing programs. This proposal does so and addresses this central question: What can we learn about existing mentoring programs to help design or modify them so that they alleviate poverty among young people?

First, the specific focus of individual programs is important to consider in evaluating past research. Mentoring programs come in many forms, some of which may satisfy a variety of different goals but do not address poverty reduction specifically. For instance, some programs assign mentors to victims of child abuse, where the goal of the program is to limit the emotional damage done to the child. This may indirectly enable the child to be more successful in the labor...
market, but that is not its specific focus. Other examples of programs in this category include those that are directed at teen-pregnancy prevention, improvement of health status, or reduction of recidivism among criminals. They may be successful in their own dimensions and should be supported accordingly, but my focus here is primarily on direct attempts to improve economic well-being as at least one of the main goals of the program.

Second, my focus on alleviating poverty is a major filter in evaluating past evidence. The most direct way to improve labor market success for a participant is to improve her educational outcomes. Several mentoring programs have that as an explicit goal, perhaps among many goals; these are the programs I consider. For instance, we have direct evidence that children who get better grades, score higher on standardized tests, and are more likely to complete high school also do better in the labor market. This policy memo concentrates on those measures that can be directly translated into subsequent labor market success.

Third, I do not consider training and career development programs that include mentoring as just a minor aspect, such as Career Academies and Job Corps. The key component of programs like these is vocational training. Mentoring services are included, but they are far from the focus of the programs.

Robert Lerman’s proposal in this series discusses these types of programs in greater detail.

One final restriction that I impose in examining previous research is to focus on those evaluations that are conducted within an experimental context. It is common in the literature to find examples of program evaluations that rely on what are often labeled quasi-experiments. Typically, in these examples, treatment and control groups are identified. The treatment group represents those members who voluntarily participated in the program, however, and the control group is created as a set of other individuals who have similar demographic characteristics (e.g., age, race, family income). Selection bias is an obvious concern in these evaluations: those who are more motivated to succeed volunteer to participate, and this differential level of motivation is not necessarily matched in the control group. These studies have an obvious bias in the direction of finding a positive effect of the program—a conclusion that may or may not be warranted. For this reason, I exclude these studies from my review.

The extensive resources provided by Child Trends, which catalogs a large array of interventions with a multitude of program goals, are beneficial to this review (Child Trends 2014). All of these interventions have been evaluated using true experimental designs. In the Child Trends database,
twenty-four interventions include some form of mentoring component, but most do not satisfy the four conditions identified earlier.²

Various types of programs include a substantive mentoring component with a key focus on improving educational outcomes and subsequent labor market success. They can be categorized in a number of dimensions, distinguishing between those that are publicly or privately funded, those that are school-based versus community-based, those that offer a comprehensive set of services that include mentoring, and those that largely or exclusively focus on mentoring alone.

The distinction between publicly and privately funded programs is obvious. School-based programs are those in which the mentor typically meets with the mentee after school; an important element of the meeting is frequently helping with school work. Because of the central nature of the school environment, these programs tend to meet less over the course of a typical week and for fewer weeks per year dependent on the school calendar and, particularly, with gaps during school vacations and over the summer. Community-based programs include longer meetings (perhaps on weekends) throughout the year and do not focus explicitly on academic support.

Programs that offer more-comprehensive services along with mentoring can include aspects like financial incentives, community service requirements, supplemental education, and the like. Given that mentoring is a sufficiently important component of these programs, I include these programs in this review.

In sum, my criteria narrow the focus to programs (1) that are primarily targeted at improving economic outcomes, (2) that include mentoring as a substantial component of the intervention, (3) that measure educational outcomes, and (4) that have been evaluated using an experimental design. Evaluations are available for five past interventions that satisfy these criteria. The features of these five programs are summarized below and in table 4-1.

Two of these evaluations were conducted by Big Brothers Big Sisters, which is the largest and best-known mentoring agency in the country. It is a nonprofit organization that has been matching volunteer mentors to disadvantaged youth for over a century. More recently, it has conducted two evaluations of the programs that it runs. The first evaluation focused on its community-based mentoring programs, which follow its original model (Tierney, Grossman, and Resch 1995). In this evaluation, treatment group members were matched to mentors who were members of the community, and the pair met a few times a month for an average of four hours per meeting over the course of at least one year. The youth were between ten and fourteen years old, largely economically disadvantaged, and almost exclusively living in single-parent households. The results indicate that the youth who received the mentoring treatment skipped school less often and felt more confident in their ability to complete schoolwork. Their grades also went up by 0.08 GPA points (on a 4-point scale).³

The second evaluation run by Big Brothers Big Sisters addressed a school-based model of mentoring. In this program, treatment-group youth, who were in Grades 4–9, were matched with volunteer mentors, and the pair met over the course of one school year, typically for one hour per week. Most of these meetings ended when the school year came to a close. Academic support was often included in these meetings, but this was not the exclusive focus. Two-thirds of the students were receiving free or reduced-price lunch (indicating they lived in lower-income households) and around half lived in single-parent households. The results of this intervention were mixed. Some academic outcomes did improve, including the number of assignments completed and teacher ratings of overall academic performance. The impact on grades, however, was half the size of that in the community-based program (0.04 GPA points) and was not statistically significant.

Two other school-based mentoring programs have been evaluated using an experimental design: the Student Mentoring Program (SMP; Bernstein et al. 2009), funded by the No Child Left Behind Act, and the Study of Mentoring in the Learning Environment (SMILE; Karcher 2008). The design of both programs included meetings between students and mentors for one hour per week over the course of the school year. In practice, fewer meetings actually took place. SMP duration averaged about one meeting per week over five or six months; SMILE duration averaged only eight meetings over three months. In both programs meetings included discussions of academic activities, but were not limited to such discussions. In SMP, most of the student participants were receiving free or reduced-price lunch, almost half were living in single-parent households, and the majority were deemed academically at-risk. Most students in SMILE had family incomes under $20,000. The results from both programs were discouraging; the interventions led to no significant improvement in any academic outcome. In attempting to reconcile the results from the three student-based mentoring programs, Wheeler, Keller, and DuBois (2010) contend that the limited impact of SMP and SMILE relative to that of Big Brothers Big Sisters (which was not overwhelming in the first place) may be attributable to the fact that 17 percent of assigned student–mentor pairs never actually met in SMP and relatively few student–mentor meetings took place in SMILE.
TABLE 4-1.  
Overview of Mentoring Programs Reviewed

<table>
<thead>
<tr>
<th>Program</th>
<th>Type of program and funding</th>
<th>Frequency and duration of meetings</th>
<th>Composition of sample</th>
<th>Sample size</th>
<th>Impact on academic outcomes</th>
<th>Cost per participant per year (in 2013 dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Brothers Big Sisters</td>
<td>Community-based mentoring (privately funded)</td>
<td>Two to four times per month for at least one year; typical meeting lasted four hours</td>
<td>Ages 10 to 14; 60% boys; from single-parent, low-income households; with some history of violence or substance abuse</td>
<td>959</td>
<td>Significant effects on several measures, including a 0.08 increase in grade point average (GPA)</td>
<td>$1,530</td>
</tr>
<tr>
<td>Community-Based Mentoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big Brothers Big Sisters</td>
<td>School-based mentoring (privately funded)</td>
<td>One-hour weekly meetings for one academic year (under six months in practice)</td>
<td>Grades 4--9; 69% free or reduced-price lunch; close to 50/50 gender ratio; around half in single-parent households</td>
<td>1,139</td>
<td>Significant effects on several measures, such as absenteeism and assignments completed, but no significant effects on GPA</td>
<td>$1,177</td>
</tr>
<tr>
<td>School-Based Mentoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Department of Education</td>
<td>School-based mentoring (publicly funded)</td>
<td>One-hour weekly meetings for one academic year (under six months in practice)</td>
<td>Grades 4--8; 85% free or reduced-price lunch; 44% in single-parent households; 60% at academic risk</td>
<td>2,573</td>
<td>No observable impact</td>
<td>$1,522</td>
</tr>
<tr>
<td>Student Mentoring Program (SMP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantum Opportunities Program (QOP)</td>
<td>Comprehensive program including substantive mentoring component (privately funded)</td>
<td>Goal was 750 hours/year, but actual average was 177 hours/year</td>
<td>At-risk students entering Grade 9</td>
<td>1,069</td>
<td>No observable impact</td>
<td>$35,730</td>
</tr>
<tr>
<td>Study of Mentoring in the Learning Environment (SMILE)</td>
<td>School-based mentoring (privately funded)</td>
<td>One-hour weekly meetings for one academic year (under six months in practice)</td>
<td>Mainly Latino students between ten and eighteen years of age; most with annual family income under $20,000</td>
<td>516</td>
<td>No observable impact</td>
<td>No data available</td>
</tr>
</tbody>
</table>

Finally, the Quantum Opportunities Project provided more-extensive services than the other programs, including homework help, tutoring, life and family skills counseling (including counseling on alcohol and drug abuse, sex, and family planning), and a significant community service requirement, along with a substantive mentoring component (Hahn, Leavitt, and Aaron 1994; Schirm, Stuart, and McKie 2006). In addition, students received financial incentives to encourage them to stay in the program. This program focused on at-risk students entering ninth grade. Of the five interventions reviewed here, the Quantum Opportunities Project is clearly the most extensive, both in terms of services provided, program length, and cost. An initial pilot of the intervention showed positive results, including a 21 percent increase in high school graduation rates. The success of the pilot led to a larger-scale evaluation, but the results could not be replicated, particularly in terms of educational attainment. The follow-up study was unable to find any effect in that dimension.4

All of this evidence suggests that a traditional mentoring program of the community-based type, such as Big Brothers Big Sisters, is the approach most likely to be successful in improving subsequent labor market earnings among disadvantaged youth. School-based approaches have yielded mixed results, at best. Several potential explanations could explain this finding. First, their organization around the school imposes administrative hurdles that may lead to fewer and shorter meetings between mentors and mentees. Second, the emphasis on schoolwork, even if it is not exclusive, may hinder the true benefit of a mentoring intervention, which is providing an adult voice of reason to adolescents who may be lacking one. Conventional community-based approaches also dominate a comprehensive approach that offers a number of services, including a substantive mentoring component. Perhaps it is no surprise based on the longevity of the program that Big Brothers Big Sisters is the type of intervention that provides the clearest benefits to its participants.

A New Approach

I propose that NGOs and private-sector entities consider expanding mentoring programs of the community-based form. Having access to an adult, trusted voice of reason would likely be helpful to disadvantaged youth seeking to climb the economic ladder. Based on my discussion below regarding the public and private returns to mentoring programs, I make the case that NGOs and private-sector groups should promote these types of programs.

Beyond the general support for community-based mentoring programs, I propose that these groups implement community-based mentorship programs with a set of best practices in mind; it is useful to consider the components of those programs that would generate the greatest gains for program participants. One reason that community-based programs may have been more successful than school-based programs is the nature and the extent of interaction between the mentor and mentee. These programs had more contact hours (typically three or four meetings per month lasting, on average, four hours per meeting) over a longer period of time (about a year) than school-based programs. This aspect likely contributed to its success. School-based programs also focus directly, although not exclusively, on academic support; community-based programs do not. Apparently, providing life guidance may be more important than providing academic guidance.

One other aspect of program implementation that would likely be desirable is the demographic match between the mentor and mentee. Evidence from educational research and evaluations of job-placement programs suggests that having mentors that are of the same race and perhaps of the same gender as the mentee is an important element of a successful program (see Behncke, Frölich, and Lechner 2010; Dee 2004, 2005). Interestingly, Big Brothers Big Sisters does not mandate matches by race, although it does by gender.

In terms of other program components, we do not have the luxury of additional experimental evidence to provide strong recommendations regarding the specific content that should be included in model mentoring programs. What we do have, however, is the approach that Big Brothers Big Sisters used in its community-based programs that have been successfully evaluated with positive results. Tierney, Grossman, and Resch (1995) document these program elements. I propose that NGOs and private-sector entities consider the following factors when promoting mentorship programs:

1. These programs should undertake thorough screening of potential mentors. Tierney, Grossman, and Resch (1995) report that Big Brothers Big Sisters uses background checks to screen out those determined to “pose a safety risk, are unlikely to honor their time commitment or are unlikely to form positive relationships with the youth.” Only around one-third of their volunteers met that test. Big Brothers Big Sisters rejected those whom it deemed inappropriate and those who did not complete the necessary steps of the screening process.

2. Mentorship programs should undergo a thorough screening of potential mentees. Those adolescents who participate must be interviewed along with their (single) parent, pass a home assessment, receive parental permission, and have a “minimal level of social skills” (Tierney, Grossman, and Resch 1995).
3. Extensive training of mentors is recommended, although it is not mandatory. The training should address youth development, communication skills, and suggestions about how to interact with a mentee, among other priorities.

4. As mentioned earlier, matches between the mentor and the mentee should be made based on preferences and expediency. Gender, geographic proximity, and availability are common match factors, along with the interests of both the mentor and mentee.

5. Finally, mentorship programs should include an element of supervision of the mentor–mentee relationship. Case managers should routinely check in with the mentor and the mentee in order to verify that the match has been successful.

These five program components have not been separately evaluated with a rigorous methodology designed to determine their role in the success of the program. Nevertheless, they do provide a starting point; their combination has been found to be effective in Big Brothers Big Sisters community-based mentoring programs. NGOs and private-sector entities should ideally combine and implement these elements in mentorship programs for disadvantaged youth.

Finally, given that these program components have not been thoroughly evaluated, NGOs and private-sector entities interested in mentoring programs should support the most rigorous possible experimental evaluation. For instance, evaluations should attempt to answer questions such as the following: Is the estimated impact reproducible in other settings? What screens should be used in the selection of mentors? How often and for how long should mentors and mentees meet? What types of activities provide the greatest benefit to the mentee? We cannot answer these questions based on the available evidence, but it would be valuable to have these answers, among many others, to be able to identify the key components for program success and help design the best possible intervention. Evaluation of implemented programs would therefore be a critical aspect of continuing and expanding these types of programs.

**COSTS AND BENEFITS**

Just because community-based mentoring programs appear to be the best approach to implement, it would be premature to judge these programs to be “worth it.” I argue that these programs are worth expanding from the perspective of an NGO or private-sector group looking to improve outcomes for at-risk youth, but whether it is worth it for the government to financially support these programs is a higher hurdle that mentoring programs would be less likely to overcome.

A critical component of this analysis is the distinction between returns to the program that are received by the participant (private returns) and those that are received by society more broadly (social returns). If the private returns of a program are greater than its costs, then the program is worth it in the sense that investing one dollar in the program is better than simply transferring one dollar to the participant. An NGO or private-sector entity that intends to help disadvantaged youth would be better off investing in the program than simply giving away the money. If the social returns are greater than one dollar, then the program is worth it to taxpayers because they actually profit from making the transfer; the program yields benefits to them that are greater than the investment. In this case, the public sector should be willing to invest in the program.

Discussions about the value of supporting a public program frequently focus on the social benefits. Programs that assist underprivileged populations satisfy this condition by increasing tax revenue, reducing expenditures for social programs, and reducing crime. A perfect example is the Perry Preschool program, which Elizabeth Cascio and Diane Schanzenbach discuss in their proposal in this series.

Generating social benefits that are greater than the program’s cost, though, is very hard to do. Even when we can increase the earnings of disadvantaged individuals, it is hard to increase them enough to put them into the range of incomes where tax receipts would be substantial. Typically, when we are able to provide strong evidence of generating social benefits in excess of program costs, the key component is a reduction in crime and incarceration. This was true in the Perry Preschool program. Those outcomes are so costly to society that relatively modest effects can provide tremendous public savings.

It is difficult to determine whether traditional mentoring programs reduce crime and incarceration. The outcomes most closely approximating criminal activity in the Big Brothers Big Sisters evaluation are “number of times stole something” and “number of times damaged property” (Tierney, Grossman, and Resch 1995). The treatment group was not statistically significantly less likely to engage in either of these behaviors (although the point estimates were negative). The outcome “number of times hit someone” did drop significantly, but its relationship to crime is less clear. We do see that drug and alcohol use declined for participants in traditional mentoring programs, and it is possible that this would translate into reduced criminal activity subsequently, but that is a rather substantial leap. In the end, it is possible that Big Brothers Big Sisters could pass a societal benefit–cost test, perhaps even convincingly, but it is not clear that it could do so based on the available evidence.
This does not mean that it is not beneficial for the government to invest in mentoring programs, but rather that the investment would need to be supported by another form of return. In particular, society may receive value simply by helping the poor improve their outcomes from a purely altruistic perspective. It makes us happier if individuals who are having difficulty getting by have an easier time of it. Of course, providing a value to altruism to incorporate into a formal benefit–cost comparison is a difficult proposition. That determination would have to result from the political process.

For the private sector, however, altruism is the goal. The goal of the private sector is to spend its money wisely in a way that yields the greatest impact. Again, that sector can always just transfer money to targeted populations directly, so a program is only desirable if the private benefit the program generates in the form of higher incomes for its participants is greater than the dollar cost of providing these programs. To satisfy this criterion means comparing private benefits to the cost of implementation. This is the form of benefit–cost analysis I conduct here.

The good news for mentoring programs is that they easily satisfy this test. Levine and Zimmerman (2010) provide details of the approach that lead to this conclusion, but I summarize it here. The general idea is to obtain program effects in terms of some form of educational outcome and then use a conversion factor that translates that educational outcome into higher subsequent wages. In this case, we know from the Big Brothers Big Sisters community-based evaluation that program participants experienced a 0.08 point improvement in their GPAs. Levine and Zimmerman (2010) then used data from the 1979 National Longitudinal Survey of Youth to generate a conversion factor between GPA and wages. This wage effect is presumed to be constant over the remainder of the individual’s life; the analysis then calculates the present discounted value of this higher-earnings stream throughout the individual’s life. The results of this analysis indicate that Big Brothers Big Sisters generates about a $7,500 expected benefit relative to the program cost of about $1,600 (where all values are measured in 2013 dollars). Benefits exceed costs by a ratio of almost 5:1. From this perspective, mentoring programs are a great investment.

Mentoring programs thus appear to generate private returns that are considerably in excess of their costs, but it is less clear that they will generate a positive benefit–cost ratio when the focus is on social returns. The focus on altruism in justifying the intervention is better suited for those NGOs and private-sector entities that are trying to accomplish exactly that goal. On the whole, I am in full support of these groups moving full-speed ahead in implementing community-based mentoring programs with a set of best practices in mind. Should altruism become a recognized goal of public policy, governmental support of these programs would be desirable as well.

Questions and Concerns

Have the previously conducted evaluations provided enough guidance to inform the design and implementation of new programs?

The simple answer to this question is that it is rare to have enough evidence to be certain of all the best elements that should be incorporated into new programs. In this case, we have evaluations that enable us to rule out certain types of programs (like those that are school-based), and one evaluation that provides strong support for advancing community-based programs. That evaluation was extensive, but there are always limitations in going forward with new programs based on the results of a single experiment. Clearly, additional experimentation should be conducted to fill some of the holes in our knowledge.

Is it possible to expand the scale of community-based mentoring programs like Big Brothers Big Sisters to address the size of the adolescent population in need of those services?

The estimates I provided above suggest that millions of adolescents could benefit from mentoring programs. Existing programs like Big Brothers Big Sisters do serve about 200,000 individuals now, though, suggesting that it is possible to run programs like this on a large scale. It is prudent to be realistic on the ability of programs like this to satisfy existing need, however. The logistical difficulties associated with managing such a large number of mentoring relationships, let alone the recruiting and training of so many mentors, are substantial. Moreover, at approximately $1,500 per mentor, supporting just 1 million mentors would cost $1.5 billion, and the need is considerably greater than that. Despite my earlier claim that mentoring is an intervention that is better suited for NGOs and private-sector entities, the extent of the need may be beyond these groups’ means. Yet that does not lessen the importance of the policy proposal I am making here. It is better to make a
sizeable dent in an important social problem than to ignore it because it cannot be solved completely.

Are there any circumstances under which the federal government should intervene to provide mentoring services?

The purpose of this proposal is not to rule out federal intervention to help address the lack of adult, caring relationships in the lives of many of America’s youth. The argument I am making is that the hurdle is higher for justifying a role for public-sector intervention. Since it is unlikely that mentoring programs can effectively demonstrate social benefits beyond program costs, justification for supporting them is largely based on altruism. At least some component of the private sector has that as an explicit goal, making it a more-natural fit for that sector to tackle this issue. Some government programs provide benefits for largely altruistic reasons, though; the Low Income Home Energy Assistance Program is an example. If mentoring programs could satisfy the altruistic goals of the public sector, then there is no reason (outside budgetary constraints) why it could not support them.

Conclusion

Well-designed mentoring programs could go a long way toward giving better opportunities to the more than 9 million children growing up in America who have no caring adults in their lives. Valiant attempts have been made to alleviate the difficulties associated with this caring gap in the lives of disadvantaged youth. In fact, five thousand mentoring programs currently provide services to 3 million young people; Big Brothers Big Sisters alone serves almost 200,000 children. Yet many disadvantaged youth still remain without a mentor.

Evaluating mentoring requires combing through extensive research on the programs and components already in play. This policy memo tackles that task. After a careful review of the best available evidence, I maintain that community-based mentoring programs in the vein of the traditional Big Brothers Big Sisters model are effective and should receive further support of NGOs and private-sector groups, with a set of best practices in mind as well as with rigorous evaluation to determine the important components for effective mentoring.

A key consideration is whether government provision of mentorship programs is justified—in other words, whether the social returns of the program (e.g., in terms of crime reduction and increased tax revenue) exceed its costs. I find that public spending on mentorship is not justified on these grounds, and that mentorship programs should instead be provided by NGOs and private-sector entities looking to improve outcomes for at-risk youth. Indeed, altruism is a part of the mission for these groups, and the benefit of providing mentorship to disadvantaged youth outweighs the costs.
Introduction

Youth employment rates have decreased dramatically over the past decade as the economy has faltered and the youth population has grown, as shown in figure 5-1 (Bureau of Labor Statistics n.d.). Unemployment rates among youth are especially acute during the summer, as more teens temporarily enter the labor force (Morisi 2010; Sum et al. 2008). In response to this problem, the American Recovery and Reinvestment Act of 2009 (ARRA) provided summer jobs for low-income youth with the goal of improving workforce readiness, although this increase in the availability of summer jobs was temporary (Bellotti et al. 2010). This policy memo offers a proposal to strengthen and expand work-related summer activities with the goal of fostering the skill development, education, and economic success of low-income youth.

Summer jobs should be part of a broader strategy for poverty alleviation, with the potential to benefit disadvantaged youth in multiple ways. In addition to providing work experience and an immediate income transfer to low-income youth, an emerging body of research also suggests that summer youth employment programs (SYEPs) can improve educational outcomes and social and emotional development, and decrease negative behaviors (including criminal behaviors), at least in the short term (Heller 2014; Leos-Urbel forthcoming; Sum, Trubskyy, and McHugh 2013; Walker and Viella-Velez 1992). A number of states and localities offer SYEPs on varying scales, although the availability of jobs fluctuates year to year.

We propose that the federal government make grants to state and local governments to work with local community-based organizations (CBOs) on the expansion of summer job programs. Targeting low-income youth ages sixteen to nineteen (enrolled in or graduated from high school), these expanded programs would provide employment and training to young people who currently face many barriers to entering the workforce.

EVIDENCE OF EFFECTIVENESS

Emerging evidence indicates that summer jobs can do more than put a low-income youth to work. Using a rigorous lottery design, Leos-Urbel (forthcoming) finds that getting a job during the summer of 2007 through the SYEP in New York City (NYC) led to increases in school attendance in the following school year of roughly 1 percent overall and 3 percent for students who may be at greater educational risk. These effects are of a similar magnitude to some rigorously evaluated interventions that are explicitly designed to increase school attendance (Dee 2011; Riccio et al. 2010). A follow-up study by Schwartz et al. (in progress) examining the impact of the NYC program from 2006–2009 also finds small increases in school performance.

An earlier rigorous random-assignment evaluation of intensive summer jobs programs that included an academic component found that the programs increased reading and math scores in the short term (Walker and Viella-Velez 1992). Notably, the evaluation found no long-term academic or employment
differences, which has led some to conclude that summer jobs are not a good strategy for reducing poverty. 2 Another experimental evaluation found that a summer jobs program in Philadelphia increased the likelihood of youth getting a job, but did not change intermediate academic or employment outcomes (McClanahan, Sipe, and Smith 2004). This proposal builds on the lessons of these earlier programs but takes some different approaches, as we describe below.

Recent research also suggests that summer jobs can help reduce violent behavior and crime. Preliminary results from an experimental evaluation of One Summer Plus—which combined summer jobs with a cognitive behavioral therapy–based program aimed at reducing youth violence—indicate that the program led to a large decrease in violent-crime arrests (Heller 2014). 3 A study of a summer jobs program in Boston finds that, compared to a comparison group of eligible youth from the program waiting list, program participants were significantly more likely to reduce risky and violent behaviors, including the use of drugs and alcohol, physical fighting, damaging property, and threatening someone with a weapon (Sum, Trubskyy, and McHugh 2013). 4 The program also created much-needed jobs for program participants, as just 27 percent of youth in the comparison group were able to find a summer job. Finally, an experimental evaluation of the After School Matters—an after-school apprenticeship program for high school students during the school year in Chicago—found improvements in behavior and social and emotional development, although it found no effect on academic outcomes (Hirsch et al. 2011). Importantly, 91 percent of students in the comparison group in Chicago were involved in some other after-school activity (most common) or paid work, indicating that the availability of other opportunities (i.e., the counterfactual of what they would have done without the program) may differ considerably during the school year, and suggesting that the summer may be an especially promising time for such interventions.

The Challenge

High youth unemployment rates and a shrinking supply of traditional summer job opportunities for youth can have serious implications for their financial well-being and ultimate labor market success (Rees 1986). Employment during high school is linked to higher incomes as they become adults (Painter 2010; Ruhm 1995). Furthermore, from an equity perspective, the availability of work opportunities for youth often varies by race and socioeconomic status (Morisi 2010). For instance, Entwisle, Alexander, and Olson (2000) find that white youth are more likely to work, though African American youth apply for jobs more often than whites. Also, in contrast
to many publicly funded out-of-school programs that struggle to recruit and retain high school students, jobs programs for youth often face demand that far exceeds supply.

Public policies to support summer jobs are not new, though the availability of jobs fluctuates. At the federal level, ARRA provided a temporary influx of funding for summer jobs for low-income youth that has since dried up (Bellotti et al. 2010). In particular, it provided $1.2 billion for employment and training for disadvantaged youth ages fourteen to twenty-four, and employed 345,000 youth in the summer of 2009.5 These jobs were in high demand, as indicated by an evaluation of the program’s implementation, which found that the number of applications received exceeded the number of job slots available at nineteen of the twenty job sites (ibid.). The U.S. Department of Labor, lacking funds to pay for summer jobs, coordinated the Summer Jobs+ program in the summer of 2012; this program sought pledges from companies and nonprofit organizations to provide summer work experiences for youth nationwide. The current iteration of this program is called Youth Jobs+.

Many cities and states also offer summer jobs programs. The largest is NYC’s SYEP, which operated with a budget of $45.6 million in federal, state, local, and private funds in 2013. That same year, the program received more than 135,000 applications and served almost 36,000 participants, down from more than 52,000 participants in 2009 when ARRA funds were available. In 2013 in Washington, DC, 14,000 youth participated in the summer jobs program, which was administered by the city’s Department of Employment Services. (See table 5-A1 in appendix 5-A for information on other SYEP programs in select cities across the country.)

Despite these efforts, both the fluctuating availability of jobs and funding constraints have limited the number of disadvantaged youth who are able to participate in summer employment programs, presenting an opportunity within public policy to meet this important need.

A New Approach

We propose expanding summer jobs programs for low-income youth—ages sixteen to nineteen, in both urban and rural communities, and who are enrolled in or have graduated from high school—through a program that will pay participants the federal minimum wage for working twenty-five hours per week for six weeks. (These eligibility parameters were chosen in an effort to keep down program costs by targeting the youth most likely to see the largest gains from a summer work program.) In addition, the jobs program will contain an education and training component, and a request-for-proposal process to encourage states and localities to innovate in providing training and services to youth, and to build on best practices.

Our central proposal calls for extending the program nationwide. We recognize, however, that such a rapid expansion may face severe budget and administrative constraints. An alternative to an immediate nationwide scale-up of the program is to implement a multiyear pilot program, along the guidelines presented below, to a select diverse group of cities and localities. Program outcomes would be subject to comprehensive review and evaluation, and initial funding for the pilot program would be set at one-tenth of the cost of the full-scale implementation. If the multiyear program is found to be effective at improving educational and labor market outcomes for the targeted population, the pilot program would be expanded with the goal of reaching all disadvantaged youth across the country.

We model our proposal on NYC’s SYEP—the largest program of its type in the United States—and we also borrow from and integrate best practices from programs in other localities. Based on the lessons learned from the summer jobs created through ARRA and from the NYC program, we anticipate high demand and propose allocating slots through a random lottery system. This has the dual benefits of allocating positions fairly, and of allowing for rigorous evaluation of program effectiveness by randomly creating treatment and control groups of lottery winners and losers, respectively.

JOB PLACEMENTS

We propose that the federal government, through the U.S. Department of Labor, make grants to states to regulate and coordinate these jobs programs, which will then be administered by city and county governments.6 This grant-based program, in turn, will develop a request-for-proposal process to identify qualified CBOs that will administer the program locally. In the case of NYC, the city’s Department of Youth and Community Development administers the SYEP, and contracts with CBOs throughout the city to place and supervise youth in summer jobs and to provide training. Appropriate agencies could include city or county agencies responsible for youth development, workforce development, and/or education. Local agencies then contract with CBOs, which place youth in summer jobs supervise and monitor these placements, and provide the program’s education and training component. The most successful job training programs include experienced staff and close connections between the program training and work (Greenberg, Michalopoulus, and Robins 2003; Stanley, Katz, and Krueger 1998). CBOs should be selected through a competitive process to ensure they have the experience and qualifications to provide disadvantaged youth with effective
training and mentoring. Additionally, providers should have knowledge of the local labor market to ensure that the training is relevant and necessary for participants’ success. Funds should be allocated in proportion to the number of students ages sixteen to nineteen in each state, in school or just graduated, and living in poverty. Ideally, contracts with CBOs will be fixed term and will be re-competed on a regular basis with specific performance evaluation criteria required for renewal to ensure the most qualified organizations operate the program.

TRAINING

The proposed training component provides an important opportunity for innovation and collaboration between multiple youth-serving agencies and organizations to address issues specific to their target population and to the job skills important in the local labor market.

To capitalize on existing expertise, the training component could be connected to the local high school curriculum, focusing on college and career readiness training aligned to state or Common Core standards. For example, NYC’s Career and Technical Education (CTE) Summer Scholars program matches students with part-time summer internships and engages students in a classroom experience to build workforce readiness skills. The program includes two full days per week of classroom training focused on career readiness skills and matches students with paid internships that are purposefully aligned to the content of their CTE track, such as information technology or media (Weinstein and Leardo 2013).

MONITORING PROGRAM QUALITY

Metrics for assessing program quality for selection of CBOs to be providers and for contract renewals may include attendance and hours worked, program completion or attrition, participant and supervisor evaluations, and feedback from placement sites. These metrics are directly related to the core elements of the program and are relatively easy to measure in a standardized way across program sites, requiring a minimal administrative burden. In addition to providing guidelines and incentives for program providers, the program should offer rewards to students for successful program completion (e.g., high attendance and positive supervisor feedback).7

TARGET POPULATION AND PROJECTED TAKE UP

As mentioned above, the proposal targets youth ages sixteen to nineteen who are enrolled in or have recently graduated from high school, which we believe to be a population likely to benefit from the program. However, our proposal would not provide training and support of the intensity and duration required to put out-of-school youth on a path to educational and career success. In fact, one explanation for the perceived lack of success in previous programs such as the Job Training Partnership Act (JTPA) is that the participants did not enter the program with a baseline level of skill necessary to benefit from the work and training experience (Foster 1995). Additionally, JTPA training focused on remedial education rather than workforce-related training, a feature that more-successful youth employment programs tend to provide (Greenberg, Michalopoulus, and Robins 2003).

In order to avoid any stigma associated with participation and to minimize the administrative burden, our proposal does not include an income requirement. Requiring documentation of income can serve as a substantial barrier to program enrollment and can distract from the implementation and monitoring of program quality (Curnan and Hahn 2010). That said, localities should be encouraged to target communities with low-income populations; it is likely that take-up will be higher among low-income populations. As an example, although NYC’s SYEP is open to all city youth, approximately 90 percent of applicants are eligible for free or reduced-price lunch, which implies very low household income.

To estimate the size of the target population, we begin with the fact that there are roughly 17 million youth ages sixteen to nineteen in the United States, of whom approximately 75 percent are ages sixteen to eighteen (Bureau of Labor Statistics 2013). To calculate the number of low-income youth, we assume that the number of youth ages sixteen to nineteen living close to or below the poverty level is the same as the ratio of households with five-year-olds to seventeen-year-olds living at or below 185 percent of the poverty level, which is approximately 30 percent. This implies a target population of 5 million low-income youth ages sixteen to nineteen, and 3.75 million low-income youth ages sixteen to eighteen. Both the sixteen-to-nineteen and the sixteen-to-eighteen age ranges are appropriate for SYEP, as one would target high school students and recent graduates, and the other would target only high school students.

The evidence from NYC’s SYEP offers some insight into how many youth would be interested. Approximately 80,000 low-income youth applied for a position for the summer of 2009, which is around 40 percent of the roughly 200,000 low-income youth ages sixteen to nineteen estimated to be living in NYC (estimate based on data from U.S. Census Bureau 2000). Funding constraints meant that only half of applicants were offered positions and, importantly, approximately three out of four of those accepted the offer and participated.

Combining these figures yields an estimated take-up rate among the overall eligible population of 30 percent as a benchmark, which is likely a high estimate due to the relative scarcity of private sector jobs in the weak economy. Taken
together, this suggests that if universally implemented, 1.50 million youth ages sixteen to nineteen would be interested in participating in SYEP; again, it would be roughly three-fourths of that if the program was limited to students ages sixteen to eighteen.

**PROJECTED EXPENDITURES**

If implementing a multiyear pilot program, we propose dedicating $300 million annually for five years, at a total cost of $1.50 billion. As seen in table 5-1, we estimate that the total costs of expanding this nationwide to low-income youth ages sixteen to eighteen would be about $2.25 billion (assuming 1.50 million participants, as calculated above, at a cost of $2,000 per participant); if the program were offered to youth ages sixteen to nineteen, the estimated costs increase to about $3 billion. Importantly, the budget of our proposed program is not a social cost. About half of the estimated program budget is the wage paid directly to the youth. From a societal perspective, this is a transfer of funds to low-income youth, rather than a change in economy-wide resources.

Table 5-1 breaks down the direct cost of the program, which is determined by the wage paid, number of hours and weeks of the program, number of participants, and educational and administrative costs. We estimate each of these factors drawing from the features and experiences of existing programs: national data on the size and composition of the youth population, data from the largest summer jobs program (NYC’s SYEP), and the administration of other social programs.

We propose that the national SYEP pay an hourly wage of $7.25 for jobs that last twenty-five hours per week for six weeks during the summer. These program parameters generally mirror features common to existing programs. While some programs offer higher wages, most SYEPs pay the federal minimum wage (currently $7.25 per hour). Similarly, twenty-five hours per week is in the middle of the range of hours offered, which typically ranges from twenty to thirty hours a week (see table 5-A1 in appendix 5-A). There is also variation in program duration across the country from five to eight weeks during the summer, but six weeks is the most common. While administrative overhead costs will vary with program features, we use the 15 percent overhead rate that the California Department of Education allows for public after-school programs.8 We also include $650 per participant for an educational component.9

**POTENTIAL OUTCOMES**

Summer jobs programs introduce participating youth to the workforce, and these early work experiences have the potential to foster noncognitive skills, which prepare youth to enter the labor force (Heckman 1998; Lillydhal 1990; Mortimer 2003). Summer represents an especially efficient area for intervention, as it is a time when many youth lack opportunities for other formal activities. The loss by students over the summer of some of the skills learned during the school year is well-documented in earlier and later grades (Castleman, Arnold, and Wartman 2012; Entwisle, Alexander, and Olson 2000).

The benefits from this federal investment go beyond providing summer employment. Research suggests that SYEPs can also have small positive effects on school attendance and academic outcomes (Leos-Urbel forthcoming; Walker and Viella-Velez 1992). In a preliminary investigation of the short-run impacts of summer jobs programs, Leos-Urbel (forthcoming) finds that these programs produce small increases in attendance in the following school year. Increases are larger for students at greater educational risk, namely those ages sixteen and older with low baseline school attendance. For this group, participation in a summer jobs program also increases the likelihood of attempting and passing statewide high school math and English exams. In current work exploring the impact of these programs on student academic outcomes over more years, preliminary findings suggest small positive effects of the program on the number of exams students take; although impacts on scores are generally insignificant, there is a small positive effect on passing key high school exams. Furthermore, another study finds that the impacts increase with the number of years a student participates in the jobs program—with impacts being larger for second-time participants and largest for those participating for the third time or beyond (Schwartz et al. in progress). Positive effects, even small effects, are encouraging; as we have seen, numerous previous efforts have failed to produce returns.10

Moreover, these small increases may translate into meaningful gains in lifetime earnings. Rose (2005) finds that students who made test score gains in high school were more likely to be employed and have larger earnings seven years after high school compared to students whose test scores improved very little. Specifically, a one-point increase in a student’s test score gain from grade 8 to grade 12 predicted an increase of 0.62 percent in earnings. Similarly, work by Deming and colleagues (2013) examines the impact of increased student performance on high-stakes exams, postsecondary attainment, and subsequent earnings. The authors find that students in high schools that raised test scores in response to accountability pressure were more likely to attend and graduate from a four-year university and had higher earnings at age twenty-five. Impacts were strongest for students with the lowest baseline achievement. Specifically, increased test score performance led to 1 percent higher labor market earnings at age twenty-five. Given the approximate average earnings of $30,000 at this age, this effect would translate to $300 per participant.
Recent research also suggests that summer jobs programs can reduce crime and violent behavior among individuals (Heller 2014; Sum, Trubskyy, and McHugh 2013). Heller (2014) examines the impact of a program that provided youth from low-income, high-crime high schools in Chicago with a part-time summer job and cognitive behavioral therapy. The study provides credible, experimental evidence of a significant link between crime and summer jobs, thus providing a social benefit that substantially exceeds program costs.¹¹

Finally, paying low-income youth for work reduces poverty. By offering low-income youth an opportunity to earn wages, this program would immediately increase the economic resources available to participants and their families. This increased income would bring households on the poverty margin above the poverty level and would ease the depth of poverty for all others. In addition, expanding youth employment can assist nonprofit organizations in providing services to low-income neighborhoods and communities. For example, in NYC’s SYEP, the most common job placements are in summer camps and day-care centers.

### COSTS AND BENEFITS

Expanding summer jobs for low-income youth would yield benefits in many dimensions, including to the individual participant and to society. Benefits to the individual participants include income received, workforce readiness, reduction in risky behavior and crime, increase of earnings over the long run, and improvements in educational outcomes. For example, as noted above, these programs have been shown to increase attendance among students in the school year following the summer intervention, especially among those students with poor attendance records.

Social benefits include the services provided by participants, such as service as a camp counselor, and improvements in communities, such as reductions in crime. As noted above, prior research suggests a link between participation

<table>
<thead>
<tr>
<th>Estimated costs</th>
<th>Ages 16 to 19</th>
<th>Ages 16 to 18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target population</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total low-income population in United States (in millions)</td>
<td>5</td>
<td>3.75</td>
</tr>
<tr>
<td>Take-up rate</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Estimated participants (in millions)</td>
<td>1.50</td>
<td>1.13</td>
</tr>
<tr>
<td>Average cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant compensation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage</td>
<td>$7.25 per hour</td>
<td>$7.25 per hour</td>
</tr>
<tr>
<td>Hours per week</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Duration (in weeks)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>$1,088</td>
<td>$1,088</td>
</tr>
<tr>
<td>Average other costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational cost per participant</td>
<td>$650</td>
<td>$650</td>
</tr>
<tr>
<td>Administrative overhead</td>
<td>15%</td>
<td>15%</td>
</tr>
<tr>
<td>Cost per participant</td>
<td>$1,998</td>
<td>$1,998</td>
</tr>
<tr>
<td>Total cost</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total annual cost of SYEP (in millions)</td>
<td>$2,997</td>
<td>$2,248</td>
</tr>
</tbody>
</table>

Sources: New York University Institute for Education and Social Policy 2014; authors’ calculations.
in summer jobs programs and lower crime rates. The high social cost of each individual committed—numbering in the thousands for even low-level nonviolent crimes—suggests that even relatively small reductions in burglary or vandalism could provide sufficient benefits to offset the costs of the SYEP program.

The costs of the program are measured by program outlays. As noted above, we estimate the cost of a pilot program to be $300 million annually, with the cost rising to between $2.2 billion and $3.0 billion annually if implemented nationwide. Since a large portion of the program outlays are devoted to wages paid to participants, much of these outlays can be classified as transfers of income rather than changes in economy-wide resources.

Ultimately, we find that the summer youth program will have a series of relatively modest, but important, impacts on participants and society. Although the effect on any one of these dimensions may be small, taken together they suggest benefits that outweigh the relatively modest costs.

Questions and Concerns

How is this different from past youth employment programs that were considered by some to be a failure?

Our proposal differs from prior federal programs in a few key features. First, we propose to serve youth who are enrolled in or have just graduated from high school, a population of students whom we believe are most likely able to take advantage of the program. We recognize that this limits the potential of the program to help all disadvantaged youth. This population is in contrast to those served by JTPA, for example, which targeted out-of-school youth, a population who likely have lower skills and require support that is more intensive. Second, our program requires a regular workforce training component closely aligned to the local employment context that is provided by qualified CBOs with expertise either connecting individuals to the local job market or providing local youth with support services and mentoring. The JTPA education component for youth, in contrast, focused on remedial education.12

Why does this proposal make sense given the lack of evidence on long-term effects of summer jobs programs on education or employment outcomes?

Much of the available research on youth employment focuses either on effects of employment year round or on hard-to-

reach populations, such as out-of-school youth or those involved in the juvenile justice system (see, for example, Bloom et al. 1997; Farkas, Smith, and Stromsdorfer 1983; Orr et al. 1996). In contrast, the specific evidence on summer-only programs that target in-school youth suggests that youth summer employment programs hold promise for improving youth outcomes, particularly educational outcomes, social and emotional developmental outcomes, and reduced negative behaviors (Heller 2014; Leos-Urbel forthcoming; Schwartz et al. in progress; Walker and Viella-Velez 1992).

What are reasonable expectations for the effects of a program for youth of this duration, intensity, and cost?

We expect small effects across a range of critical dimensions, including small increases (1 percent to 2 percent) in attendance, educational attainment, and graduation. We also expect slightly larger effects on crime and risky behaviors, particularly during the summer when students are employed.

Conclusion

While there is a broad consensus that education can provide a path out of poverty for low-income youth, out-of-school time—including both summer and after-school activities—can also enrich youth development. Recognizing this, middle-class families routinely invest in travel, camps, internships, and summer jobs, providing their children with experiential learning and work experience while minimizing the amount of unsupervised idle time and the potential opportunities to engage in risky behavior. We believe summer jobs can provide some of the same benefits to low-income youth: increasing their engagement in school, providing job experience, and reducing participation in risky activities across a broad range.

To be clear, our proposed SYEP is a very modest intervention. It would be naive to imagine that this sort of low-cost intervention will dramatically improve outcomes. Instead, we hope summer employment will lay a foundation on which future success can be built.

While investment in early childhood education has captured the imagination of policymakers and the public alike, such interventions will not address the inequality in opportunities and life-chances of today’s youth for whom completing school; avoiding crime, pregnancy, and drug use; and other negative behaviors are critical steps on the path to future success. Summer jobs may be an effective tool in the effort to reduce inequality at the beginning of adulthood and may level the playing field for low-income youth.
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## SUPPORTING DISADVANTAGED YOUTH

**Proposal 5: Expanding Summer Employment Opportunities for Low-Income Youth**

### Appendix 5-A.

**TABLE 5-A1.**

**Summer Youth Employment Programs, Select Cities**

<table>
<thead>
<tr>
<th>Program name</th>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Midwest</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youth Opportunities Unlimited (Y.O.U.)</td>
<td>Cleveland, OH</td>
<td>Y.O.U. helps match thousands of teenagers from Cuyahoga County to meaningful summer work experiences.</td>
</tr>
<tr>
<td>One Summer Chicago (OSC) 2013</td>
<td>Chicago, IL</td>
<td>OSC connects young people to summer jobs, internships and training programs that are offered throughout the city. Through OSC, young adults have the opportunity to learn job skills, develop their résumés and explore career interests.</td>
</tr>
<tr>
<td>Workforce Development Board (WDB)–Summer Youth Employment Program (SYEP)</td>
<td>Detroit, MI</td>
<td>The WDB-SYEP is introducing a program that will allow local businesses to contribute to summer work experiences for Detroit youth.</td>
</tr>
<tr>
<td>Step Up</td>
<td>Minneapolis, MN</td>
<td>The program primarily serves youth from lower-income families, or youth with significant barriers to finding a job.</td>
</tr>
<tr>
<td><strong>Northeast</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boston Summer Jobs</td>
<td>Boston, MA</td>
<td>This program provides youth with training related to job readiness and career exploration and job opportunities during the summer at a variety of private, community, faith-based and government organizations.</td>
</tr>
<tr>
<td>WorkReady Summer Youth Employment</td>
<td>Philadelphia, PA</td>
<td>Summer employment models offer educationally-enriched work opportunities to in-school and out-of-school youth that foster the acquisition of the twenty-first century skills through work-based learning.</td>
</tr>
<tr>
<td>Summer Youth Employment Program</td>
<td>New York City, NY</td>
<td>The program provides New York City youth with paid summer employment and provides workshops on job readiness, career exploration, financial literacy and opportunities to continue education and social growth.</td>
</tr>
<tr>
<td>Mayor’s Summer Youth Employment Program</td>
<td>Norwalk, CT</td>
<td>The program prepares youth for jobs via pre-employment workshops and matches them with employment opportunities where they can explore a profession, learn a skill, learn to navigate in a business environment, contribute to the community, and earn money.</td>
</tr>
<tr>
<td>Rensselaer County Summer Youth Employment Program</td>
<td>Rensselaer County, NY</td>
<td>The program provides income-eligible youth with a unique opportunity to gain meaningful job skills during the summer months through employment.</td>
</tr>
<tr>
<td>RochesterWorks! Summer of Opportunity Program</td>
<td>Rochester, NY</td>
<td>RochesterWorks! is an employment and training program for youth who are still in high school. The program is designed to provide training and employment opportunities to youth while making a direct connection to success in school.</td>
</tr>
</tbody>
</table>


Note: Information downloaded from various Internet sites.
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### TABLE 5-A1.

<table>
<thead>
<tr>
<th>Ages</th>
<th>Program name</th>
<th>Location</th>
<th>Description</th>
<th>Hourly wage</th>
<th>Hours per week</th>
<th>Duration (in weeks)</th>
<th>Youth served</th>
<th>Education component</th>
</tr>
</thead>
<tbody>
<tr>
<td>14–18</td>
<td>Midwest</td>
<td></td>
<td></td>
<td>$7.95</td>
<td>25</td>
<td>6</td>
<td>4,600 in 2008</td>
<td>Y</td>
</tr>
<tr>
<td>14–24</td>
<td>Midwest</td>
<td></td>
<td>Y.O.U. helps match thousands of teenagers from Cuyahoga County to meaningful summer work experiences.</td>
<td>—</td>
<td>—</td>
<td>6</td>
<td>17,000 job opportunities in 2013</td>
<td>Y</td>
</tr>
<tr>
<td>14–21</td>
<td>Midwest</td>
<td></td>
<td>One Summer Chicago (OSC) connects young people to summer jobs, internships and training programs offered throughout the city. Through OSC, young adults have the opportunity to learn job skills, develop their résumés and explore career interests.</td>
<td>$7.50</td>
<td>30</td>
<td>6</td>
<td>—</td>
<td>Y</td>
</tr>
<tr>
<td>14–21</td>
<td>Midwest</td>
<td></td>
<td>Step Up Minneapolis, MN primarily serves youth from lower-income families, or youth with significant barriers to finding a job.</td>
<td>$7.25</td>
<td>—</td>
<td>6</td>
<td>1,280 in 2009</td>
<td>Y</td>
</tr>
<tr>
<td>16–24</td>
<td>Northeast</td>
<td></td>
<td>Boston Summer Jobs Boston, MA provides youth with training related to job readiness and career exploration and job opportunities during the summer at a variety of private, community, faith-based and government organizations.</td>
<td>$8.00–$12.00</td>
<td>25–35</td>
<td>7</td>
<td>10,000+ in 2009</td>
<td>Y</td>
</tr>
<tr>
<td>14–21</td>
<td>Northeast</td>
<td></td>
<td>WorkReady Summer Youth Employment Philadelphia, PA offers educationally-enriched work opportunities to in-school and out-of-school youth that foster the acquisition of the twenty-first century skills through work-based learning.</td>
<td>$7.25</td>
<td>20</td>
<td>6</td>
<td>5,144 positions in 2012</td>
<td>Y</td>
</tr>
<tr>
<td>14–24</td>
<td>Northeast</td>
<td></td>
<td>Summer Youth Employment Program New York City, NY provides New York City youth with paid summer employment and provides workshops on job readiness, career exploration, financial literacy and opportunities to continue education and social growth.</td>
<td>$7.25</td>
<td>20–25</td>
<td>6</td>
<td>35,957 in 2013</td>
<td>Y</td>
</tr>
<tr>
<td>14–18</td>
<td>Northeast</td>
<td></td>
<td>Mayor's Summer Youth Employment Program Norwalk, CT prepares youth for jobs via pre-employment workshops and matches them with employment opportunities where they can explore a profession, learn a skill, learn to navigate in a business environment, contribute to the community, and earn money.</td>
<td>$8.70</td>
<td>25</td>
<td>6</td>
<td>—</td>
<td>Y</td>
</tr>
<tr>
<td>14–19</td>
<td>Northeast</td>
<td></td>
<td>Rensselaer County Summer Youth Employment Program Rensselaer County, NY provides income-eligible youth with a unique opportunity to gain meaningful job skills during the summer months through employment.</td>
<td>$7.25</td>
<td>20</td>
<td>5</td>
<td>—</td>
<td>Y</td>
</tr>
<tr>
<td>14–20</td>
<td>Northeast</td>
<td></td>
<td>RochesterWorks! Summer of Opportunity Program Rochester, NY RochesterWorks! is an employment and training program for youth who are still in high school. The program is designed to provide training and employment opportunities to youth while making a direct connection to success in school.</td>
<td>$7.25</td>
<td>—</td>
<td>6–8</td>
<td>845 in 2013</td>
<td>Y</td>
</tr>
</tbody>
</table>


Note: Information downloaded from various Internet sites.
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Summer Youth Employment Programs, Select Cities

<table>
<thead>
<tr>
<th>Program name</th>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>South</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Youth Employment Program</td>
<td>Denver, CO</td>
<td>This program provides career advising, mentorship, job readiness, financial literacy and life skills training and work experience programs to allow students to explore long-term career interests.</td>
</tr>
<tr>
<td>Workforce Partnership Summer Youth Employment Program</td>
<td>Kansas</td>
<td>Funded through American Recovery and Reinvestment Act of 2009, SYEP is specifically intended for low-income youth with barriers to employment. The central objective is to introduce and reinforce the demands and rewards of holding a job.</td>
</tr>
<tr>
<td>Summer Youth Employment Program</td>
<td>Virginia Beach, VA</td>
<td>The program provides jobs and workplace readiness skills to young people who often lack the skills required to obtain employment and succeed in the workplace.</td>
</tr>
<tr>
<td>Summer Youth Employment Program</td>
<td>Washington, DC</td>
<td>This program is a locally funded initiative sponsored by the Department of Employment Services (DOES) that provides District youth with enriching and constructive summer work experiences through subsidized placements in the private and government sectors.</td>
</tr>
<tr>
<td>Summer Youth Employment Program</td>
<td>Wilmington, DE</td>
<td>The Summer Youth Employment Program provides students with a summer work experience with the purpose of fostering job-related and personal skills and habits important for success in future careers.</td>
</tr>
<tr>
<td>West</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hire L.A.</td>
<td>Los Angeles, CA</td>
<td>Hire L.A. is designed to emphasize real-world expectations, increase awareness of services offered by local community-based organizations, and provide opportunities for college, career, and financial literacy training.</td>
</tr>
<tr>
<td>Summer Youth Employment Program</td>
<td>San Francisco, CA</td>
<td>This program provides low-income youth with hands-on work experience, job readiness training and ongoing support through partnerships with local community-based organizations.</td>
</tr>
<tr>
<td>Seattle Youth Employment Program</td>
<td>Seattle, WA</td>
<td>During the summer, the program provides exposure to the world of work. Internships take place in a range of sectors such as health care, education, recreation, skilled trades, social services, and technology.</td>
</tr>
</tbody>
</table>

Note: Information downloaded from various Internet sites.
<table>
<thead>
<tr>
<th>Ages</th>
<th>Program features</th>
<th>Youth served</th>
<th>Education component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hourly wage</td>
<td>Hours per week</td>
<td>Duration (in weeks)</td>
</tr>
<tr>
<td>14–21</td>
<td>$8.00 an hour for up to 160 hours</td>
<td>—</td>
<td>Y</td>
</tr>
<tr>
<td>16–24</td>
<td>$7.25 (in 2009)</td>
<td>20-30</td>
<td>6–8</td>
</tr>
<tr>
<td>16–21</td>
<td>$7.25</td>
<td>35</td>
<td>7</td>
</tr>
<tr>
<td>14–21</td>
<td>$7.25</td>
<td>25</td>
<td>6</td>
</tr>
<tr>
<td>14–20</td>
<td>$7.25</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>14–21</td>
<td>—</td>
<td>—</td>
<td>6</td>
</tr>
<tr>
<td>16–21</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>15–17</td>
<td>—</td>
<td>—</td>
<td>7</td>
</tr>
</tbody>
</table>
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Previous Youth Employment Programs

Youth Incentive Entitlement Pilot Projects (YIEPP)

- Youth sixteen to nineteen, low-income, who have not yet completed high school. (Open to all teenagers in targeted communities.)
- Funded by the Comprehensive Employment and Training Act (CETA).
- 1978–81.
- Program components included employment, but no training or job search assistance.
- Served approximately 82,000 youth over the course of the program, 1978-1981.

The YIEPP provided low-income youth age sixteen to nineteen who had not yet graduated from high school with part-time jobs during the school year and full-time jobs during the summer in exchange for meeting academic and job-related performance standards. Specifically, to be eligible participants were required to be enrolled in high school or in a GED program. This federal program was established through the CETA, preceded JTPA, and operated from 1978 to 1981. Students participated for an average of fifty-six weeks in the program.

A matched-comparison study found that the program increased employment in the short term and decreased the unemployment gap between white and African American youth, and increased school enrollment rates.

The study also found that students were more likely to employed six months after the program ended (Farkas, Smith, and Stromsdorfer 1983). However, the study found no impacts on school outcomes such as high school graduation (Gueron 1984).

Summer Youth Employment Training Program (SYETP)

- Youth ages fourteen to twenty-one who are economically disadvantaged and of school.
- Funded by the JTPA, which repealed CETA.
- Program components included employment. Training in the form of remedial education was added after 1986.
- Served approximately 500,000 to 700,000 youth annually.

The JTPA of 1982 provided federal funds to establish programs to prepare economically disadvantaged youth and unskilled adults for employment, including funds to establish the Summer Youth Employment Training Program (SYETP). This program, operated by the U.S. Department of Labor and coordinated and regulated by states and administered by city and county governments, served youth ages fourteen to twenty-one, and was initially designed to provide short-term financial assistance in exchange for work. Youth worked in a variety of public, nonprofit, and private sector jobs and were paid the minimum wage. In later years (after 1986), the program also included an educational component for students who were identified as needing education remediation (Doolittle et al. 1993). Although little evidence is available regarding the effectiveness of SYETP, some research suggests that the program provided jobs that would otherwise not have been available to youth (Stanley, Katz, and Krueger 1998).

In addition to summer employment, approximately one-third of the population served under JTPA was economically disadvantaged out-of-school youth enrolled in year-round programs. Participants enrolled in programs for fifteen months on average, but the length of the program varied by local site. Evidence from a randomized experimental study found no effect of the program on the youth’s earnings thirty months after participants were assigned to the program. Impacts also did not differ based on the type of training or job search assistance youth applicants received. The program did, however, have small positive impacts on educational attainment—obtaining a high school diploma thirty months after program assignment—for youth dropouts, particularly female youth (Bloom et al. 1997; Orr et al. 1996). An important caveat to this study is that the comparison group received non-JTPA educational services, so that the estimated impacts are not compared to receiving no program services at all.
Introduction

A postsecondary education confers numerous benefits both to the individual and to society, including higher earnings, lower rates of unemployment and government dependency, an increased tax base, and greater civic engagement. Access to higher education remains a challenge for many families, however. In 2010, approximately 82 percent of students from high-income families attended college in comparison to only 52 percent of students from low-income families (National Bureau of Economic Research n.d.). There are also large differences in rates of college completion by income: among students who met a minimum standard of being academically qualified for college, 89 percent of high-income students completed a bachelor’s degree within eight years, whereas only 59 percent of low-income students did so (Adelman 2006).

There are many barriers to college access and success. One major barrier is affordability, as college prices and student debt levels have risen to alarming heights. For many students, however, academic preparation may be an equally formidable barrier to postsecondary education. This is not due to college selectivity—about 80 percent of four-year colleges and nearly all two-year colleges have little to no admissions requirements. Instead, students are required to pass academic placement tests and demonstrate sufficient readiness for postsecondary study. Those who do not pass are placed into remedial or developmental courses.

Estimates suggest that more than one-third of all first-year students take some form of remedial coursework in either English or mathematics, but this figure can be as high as 60 or 70 percent of students at some institutions (Bettinger, Boatman, and Long 2013; Complete College America 2012; National Center for Education Statistics [NCES] 2003). Students placed into remedial or developmental programs are most often held back from taking college-level courses, and as a result, remediation has effectively become the gateway (or barricade) to postsecondary-level training.

While the aim of remedial and developmental courses is to provide academically underprepared students with the skills they need to succeed in college and in the labor market, being placed into the courses also has important implications for a student’s higher-education prospects. Students are forced to pay college-level prices for high school–level courses; there are also large government subsidies at stake given federal funding and state appropriations that subsidize college costs and operating budgets. Time spent in remediation can also delay completion of a postsecondary degree. Credits earned from remedial courses often do not count toward a student’s degree. Thus, it takes students longer to complete their studies, and this increases the chances that a disruption will derail them from progressing. The extended time needed to obtain a degree could also affect a student’s financial aid, as a student’s eligibility for aid may expire; students who need to complete significant remediation could run out of financial support before being able to finish.

Unfortunately, research suggests that remediation programs do not do a good job of improving students’ outcomes. When comparing similar students in and out of remediation, some
researchers have found small positive effects, but most of the research suggests no long-term effects—or even negative effects—from being placed into a remedial or developmental course (Bettinger and Long 2009; Boatman and Long 2010; Calcagno and Long 2008; Martorell and McFarlin 2011). While there are still unanswered questions about how the effects differ by type of student, most researchers, practitioners, and policymakers have concluded that the current remedies we have to address the fact that so many students are academically underprepared for college are not sufficient, and may in fact involve serious costs for students, institutions, and taxpayers.

There is ongoing debate about the best way to address students’ academic needs. Many states are confronting questions about who should deliver remediation and how it should be offered. Some are considering ways to limit the courses, shift their locations, or pass on the costs of the courses to students or school districts. While states lament the need for remediation and debate how to manage it, however, most of the current policy efforts do not focus on how to improve programs or help students avoid remediation altogether.

This policy memo offers three key recommendations for better addressing the academic preparation problem with the hope of improving rates of college success. The recommendations focus on actions that could be taken by states, university systems, and school districts. The federal government could also play an important role by creating incentives for states and institutions to address these issues or by supporting a central organization with the purpose of providing guidance on best practices to states and institutions. This proposal’s recommendations are as follows:

1. **Improve placement in college remediation classes.** Improving how students’ academic preparation levels are assessed is the first step in better tailoring supports for their needs. Better assessment is also necessary to reduce the number of students who are incorrectly placed into remediation due an opaque process or bad testing day.

2. **Provide better college remediation services.** By using technology, support services, and innovative pedagogies, remediation programs could do a much better and faster job in helping to prepare students for future success with college-level material. Several states are already experimenting with promising practices, including combining basic-skill attainment with college-level coursework, and using learning technology to better target students’ needs.

3. **Adopt measures to prevent the need for remediation.** Several states are encouraging students to take college readiness assessments in high school so that they can use this early information to make better course selections and avoid remediation altogether. Working to better align curricula and strengthen links between K–12 and higher education could also improve the likelihood that students are academically prepared for college.

The Challenge

**BACKGROUND: POSTSECONDARY REMEDIATION IN THE UNITED STATES**

Multiple studies point to the fact that high school graduates are often not academically prepared for college. Some estimates suggest that only about one-quarter of high school graduates complete a rigorous academic curriculum (NCES 2010). While academic preparation is a problem for many students, it is a problem that especially affects low-income and minority students. According to Greene and Foster (2003), only 32 percent of students leave high school at least minimally prepared for college, and the proportion is much smaller for African-American and Hispanic students (20 and 16 percent, respectively). Low levels of academic preparation are the result of poor course selection, lack of academic rigor, and a limited supply of advanced courses at some schools. In addition, the lack of alignment between the K–12 and postsecondary education systems frequently results in confusing messages about how and what students should do to enter and succeed in college (Venezia, Kirst, and Antonio 2003).

Although many underprepared high school students will fail to continue their educations, the large proportion of those who enter higher education will be placed into remediation. A substantial number of adult students, including recent immigrants and workers displaced by structural shifts in the labor market, also enroll in remedial and developmental courses. Traditionally, the purpose of remedial or developmental education has been to address whatever was missed in high school (Education Commission of the States 2012). Nonselective public institutions provide the bulk of remediation, with rates being highest at two-year colleges (Bettinger and Long 2009).

The need for remediation is established based on an exam or assessment taken when the student first arrives on campus. Colleges then assign students to a specific course level based on their scores on the placement test as well as, possibly, high school courses and grades. Placement into mathematics remediation is more common than placement into English (i.e., reading and/or writing) remediation, but participation in English remediation may be a more serious concern as some evidence suggests that reading and writing deficiencies have more-negative effects on a student’s college success (Bailey, Jeong, and Cho 2010; Bettinger and Long 2009; McCabe 2001).
The vast majority of institutions require students to complete their remedial courses before they are allowed to enroll in college-level courses (NCES 2003). For students in need of multiple remedial courses, this could mean more than a year of coursework before progressing to actual college-level material. Although remedial courses are offered for credit and count toward a student’s overall GPA, remedial courses rarely count toward graduation requirements (Bettinger and Long 2007).

As such, remediation becomes a costly investment incurred by students, institutions, and the government. Although estimates vary depending on the source, they all suggest that remediation is expensive in multiple ways and for multiple stakeholders. Alliance for Excellent Education (2006) estimated that the cost of the delivery of remediation statewide totaled $1.4 billion in the form of direct costs to students and institutions. Further costs would result from the lost earning potential of those remedial students who drop out of college without completing a degree. Another study estimated the annual cost of remediation to be between $1.9 and $2.3 billion at community colleges and another $500 million at four-year colleges (Strong American Schools 2008), while yet another study estimates that states and students spent more than $3 billion on remedial courses in 2011 (Complete College America 2012). The most recent estimate suggests that the national direct cost of remediation is actually as high as $7 billion annually (Scott-Clayton, Crosta, and Belfield 2012). This estimate does not account for the opportunity cost of time for students enrolled.6

EVIDENCE OF THE PROBLEM AND THE CURRENT POLICY DEBATES

Most current models of remediation are not working well: students placed into remediation are far less likely to persist and graduate from college. Fewer than 50 percent of students referred to remediation actually complete the entire sequence. This percentage is even lower for men, older students, African-American students, part-time students, and students in vocational programs. The students assigned to the lowest levels of math remediation are the least likely to advance into college-level courses, with only 10 percent of this group ever completing a college-level math course (Bailey, Jeong, and Cho 2010).

While disconcerting, these statistics on completion tell only part of the story. Longer-term educational outcomes, such as total credit accumulation and degree completion, are also much lower for students placed into remediation (Adelman 2006; Bailey 2009; Bettinger and Long 2005; Complete College America 2012). This fact alone is not evidence that remedial programs do not work, however. Since students who are placed in remedial courses have lower levels of preparation than those who are not placed into remediation, one would expect remedial students to be less likely to persist and complete a degree even in the absence of a remediation program. The key to understanding whether remedial programs work is to compare students with similar preparation levels.

The results are mixed when new data sources that compare similar students are used to study the effects of remediation on student outcomes. For example, Bettinger and Long (2009) examine the effects of remediation in Ohio and conclude that remedial students at Ohio colleges were more likely to persist in college and complete a bachelor’s degree than students with similar test scores and backgrounds who were not required to take the courses. In contrast, focusing on Florida, Calcagno and Long (2008) suggest that remediation might promote early persistence in college, but it does not necessarily help community college students make long-term progress toward a degree. In Texas, Martorell and McFarlin (2011) find that remediation programs had little effect on persistence, degree completion, or a range of other educational outcomes. They also find no effect on labor-market earnings. It is important to note that much of this research focuses on students just on the margin of needing remedial courses (i.e., students who either need one remedial course or go directly into college-level work). Far less is known about the effectiveness of remediation in helping students with greater academic needs, though there is some suggestive evidence that more-intensive remediation can have positive effects (Boatman and Long 2010).

Even with an incomplete and mixed understanding of whether remediation works or how to improve it, this is a critical time in terms of remediation policy. In several states, including Indiana, South Carolina, and Tennessee, four-year institutions are prohibited from offering remedial education and are expected to make arrangements with community colleges to handle the remediation of students accepted for admission (Long and Boatman 2013). The shifting of remediation to only community colleges could have important repercussions on student success because community colleges receive far less in funding, and transfer rates to four-year institutions are low due to numerous structural and financial barriers (Long and Kurlaender 2009). In addition, there has been a general increase in admissions standards at many institutions to screen out less-prepared students. In some cases, academic deficiencies are so severe that colleges choose to expel new students rather than remediate them.7

Other states and institutions are considering how to control the costs of remediation. Some limit the percent of students who need remedial courses that can be accepted by an institution, while others limit the amount of time students...
have to complete remediation or the number of times they can repeat a remedial course. For example, students who do not meet the minimum standards for college-level work within the University of Georgia system are placed into Learning Support classes. Students may only take one Learning Support class in English language arts and have only two attempts to pass the course. In terms of math, students can take up to two Learning Support classes and must pass these courses within three attempts, with no appeals (Georgia Board of Regents 2010). In 2012, at least seven states restricted or eliminated state funding for remedial courses at some of their four-year colleges, thereby forcing these institutions to fund remedial courses strictly through the use of tuition and fees (Smith 2012).

The policy decisions of where to allow remediation and whether to limit it in some way have huge implications for access to college-level training and for whether attending college is truly an avenue out of poverty. If the goal is to improve educational attainment and skill levels, as well as reduce government dependency, then states and institutions should carefully consider how to govern and provide remediation (Long 2012). As described below, better placement policies, improved services, and initiatives to reduce the need for remediation would significantly help address this major barrier to postsecondary education.

A New Approach

Given that remediation often acts as a major barrier—instead of as a gateway—to postsecondary education for many students, this memo offers three key recommendations for improving remediation services, and thus rates of college completion. States, university systems, school districts, and even the federal government could take up and encourage any or all of the following steps for improving the remediation system and for ultimately removing its need altogether.

IMPROVE PLACEMENT IN COLLEGE REMEDIATION CLASSES

Improving how students’ academic preparation levels are assessed is the first step in better tailoring remediation supports for their needs. Rather than a single remediation placement exam, one alternative for determining a student’s college readiness is to use multiple measures, including information about a student’s high school GPA, courses taken, and/or years since high school graduation.

Currently, there is wide variation in what colleges use to assess students and what thresholds they use to determine who should be in remediation. Most colleges and universities use some kind of standardized placement exam to assign students to remedial or developmental courses (Hughes and Scott-Clayton 2010). Typically, administrators make these designations based on hard cutoffs—students scoring below a given threshold are assigned to a remedial course. In fact, Parsad, Lewis, and Greene (2003) found that the two-year colleges where remediation is particularly concentrated almost exclusively use brief, standardized tests administered to new students just prior to registration to determine who should be placed into remediation. The strong reliance on a single exam is fraught with problems, however, and high-stakes placement exams are poor predictors of college readiness (Complete College America 2012). Moreover, misplacing students who do not actually need remediation into these courses can have a discouraging effect on college enrollment and persistence (Scott-Clayton and Rodriguez 2012).

There is increasing attention to the fact that the diagnostic value of remediation placement exams may be limited. Examining multiple contexts, researchers have found repeatedly that placement tests do not yield strong predictions of how students will perform in college. For example, Scott-Clayton (2012) examines data on over 42,000 first-time students at a large, urban, community college system to determine the predictive validity of one of the most commonly used remediation assessments. Her analysis suggests that one-quarter to one-third of students assigned to remedial classes based on test scores alone could have passed college-level classes with a grade of B or better. Looking at two large community college systems, Scott-Clayton, Crosta, and Belfield (2012) find that approximately one in four and one in three test takers in math and English, respectively, are severely misassigned under current test-based policies. They conclude that more students are incorrectly assigned into remediation than are incorrectly passed on to college-level coursework.

There is, however, an easy way to improve student placement: in addition to test scores, institutions could use information about a student’s high school GPA, courses taken, and years since high school graduation. Scott-Clayton (2012) argues that incorporating these multiple measures could reduce what she defines as “severe misplacements” by 15 percent. This could have the added effect of reducing the remediation rate by 8 to 12 percentage points while still maintaining or increasing success rates in college-level courses.

Focusing on a different set of colleges, Scott-Clayton, Crosta, and Belfield (2012) come to a similar conclusion: using information from a student’s high school transcript, either instead of or in addition to placement-test scores, would substantially reduce the number of students placed into courses incorrectly. Most importantly they conclude, “If institutions
took account of students’ high school performance, they could remediate substantially fewer students without lowering success rates in college-level courses.”

Findings like this have increasingly led states and university systems to reevaluate their placement policies. Given the importance of high school preparation in predicting college success, it is not entirely surprising that taking into account information about high school course-taking and performance would improve placement decisions, and the potential benefits are large. The surprising fact is that high school grades and coursework are not already widely utilized as screening tools for many institutions (Belfield and Crosta 2012; Scott-Clayton 2012). This is a completely feasible policy, however, as demonstrated by the fact that some schools and systems already engage in the practice. The costs, beyond some additional staff attention, are predicted to be small, especially in comparison to the potential cost savings of avoiding unnecessary classes.

In addition to better placement, there are also calls to do a better job diagnosing students’ specific needs to better match them with appropriate resources. The major remediation placement exams contain multiple parts that could be used to pinpoint the exact needs of students. Using the full value of these assessments to get a better sense of a student’s specific weaknesses could result in improved matching of students with effective resources and supports, along the lines of those described in the second recommendation.

**PROVIDE BETTER COLLEGE REMEDIATION SERVICES**

The second key step is for states and institutions to collaborate on systems that provide better remediation services and supports. Currently, the primary effect of remediation appears to be diversionary: students simply take remedial courses instead of college-level courses, but the research suggests the remedial courses are doing little to improve student skills on average (Scott-Clayton and Rodriguez 2012). Given the growing number of students in need of remediation and the small, mixed results about whether students achieve academic success from these courses, an increasing number of institutions are beginning to rethink the ways that they offer and teach their remedial and developmental courses.

I propose promoting the use of innovative pedagogies, technology, and support services to better equip students academically. Such methods could also help to streamline the pathway through remediation to increase the proportion of students who complete remedial courses and progress to higher-level academic work (Edgecombe 2011; Zachry and Schneider 2011).

Redesigning developmental courses could take a number of forms. Some states and institutions have focused on interventions that accelerate progress through remedial courses by mainstreaming students into college-level courses while also providing additional supports, such as tutoring, advising, or targeted sections outside of class. Other programs combine basic-skill courses with college-level coursework in a coordinated fashion. Still other programs have focused on using technology and/or targeted teaching modules to reduce the content students are required to complete. Such programs allow for more customization and personalization based on diagnostic assessments. Table 6-1 summarizes some of the major state and system efforts.

For example, the Community College of Baltimore County has the Accelerated Learning Program, which places students who placed into upper-level English developmental courses into the first college-level composition course instead. It then requires the student to co-enroll in a support section taught by the same instructor. Cho and colleagues (2012) find that the program significantly increased the rate of completion in the first and the second college-level composition classes within three years. Such programs do not appear to reduce the percent of students who pass their college-level courses. Edgecombe and colleagues (2012) find that students at another school who elected to use an accelerated pathway into college-level work had passage rates at or above students who first took developmental education courses.

Complete College America (2012) has also concluded that this is a promising approach; they suggest that students with few academic deficiencies should be placed in college-level courses with corequisite built-in supports such as just-in-time tutoring and required self-paced computer labs. In addition to the Community College of Baltimore County, other institutions that have initiated similar programs include the University of Maryland at College Park, Austin Peay State University in Tennessee, and Texas State University–San Marcos.

A program that combines basic-skill attainment with college-level coursework is the state of Washington’s Integrated Basic Education and Skills Training (I-BEST) program. In the I-BEST program, remedial instructors and college-level faculty jointly teach courses that combine basic-skill attainment with college-level material. Using this approach, the students gain their basic skills through job training. Evaluations of the I-BEST program show higher rates of credit accumulation among recipients over time, as well as higher rates of persistence to the second year (Jenkins, Zeidenberg, and Kienzl 2009).

The Accelerated Study in Associate Programs (ASAP) at the City University of New York (CUNY) is another example...
of a promising program that links developmental courses with other college-level courses and provides supplemental supports to those classes. In their evaluation of the effects of ASAP on student outcomes, Scrivener and Weiss (2013) describe the program as requiring students to attend college full-time and providing them with a rich array of supports for three years, including tuition waivers, free use of textbooks, block-scheduled classes, enhanced advising, career services, and free subway cards for transportation. Their evaluation found that after two years, ASAP increased

Overall, these cases demonstrate that redesigning remediation programs can take many different forms. The costs of these innovations and redesigns are currently being documented, and they will depend on several factors, including the number of students served as well as the costs of instruction and supplemental supports. It will also be important to distinguish between the initial costs entailed to establish a new program, which might include investments in technology, and the long-run costs of having a new program. However, these costs must be compared to the benefits gained and to the current level of expenditure.

**ADOPT MEASURES TO PREVENT THE NEED FOR REMEDIATION**

The final recommendation is for high schools, higher-education institutions, and states to adopt measures with the aim of preventing the need for remediation altogether. Indeed, the need for remediation in college is closely tied to a student’s high school curriculum. A study by the Ohio Board of Regents (2002) finds that students who had completed an academic core curriculum in high school were half as likely to need remediation in college compared to students without this core, and other research also emphasizes the importance of academic preparation in high school for success in college. Numerous studies link the courses students take in high school to their performance in higher education (Attewell and Domina 2008; Long, Conger, and Iatarola 2012). For example, Adelman (1999) tracked a cohort of students and found that their academic backgrounds, as measured by their high school curriculum, academic intensity, class rank, and GPA, were the most critical factors in determining college enrollment and success. In a later update, Adelman (2006) finds that students differ significantly in the types of courses they take by background. He concludes that a high school curriculum is becoming even more compelling in terms of its role in degree completion.

Completion of a high school core curriculum does not ensure that a student will avoid remediation in college, however. Upon enrolling in college, students are often surprised to learn they need to take such courses. Many students and families believe that meeting high school graduation requirements will adequately prepare them for college. But to avoid remedial college coursework, students often need to take a more-rigorous and more-demanding secondary school curriculum than that required by the district or state. Poor alignment between the K–12 and postsecondary education systems results in confusion about how and what students should do to be able to enter and succeed in college (Venezia, Kirst, and Antonio 2003).
The use of college placement exams as early diagnostic tools in high school is one promising policy aimed at better connecting student high school preparation with the requirements of postsecondary courses. For example, several states administer to younger students the same remediation placement test that is ordinarily given to college freshmen. Most often this testing is done in tenth or eleventh grade. Such tests are designed to improve college-preparatory information for high school students and to encourage those who fall short to take additional coursework in their senior year. With assistance from teachers, counselors, and parents, students can then determine what courses to take while they are still in high school in order to avoid college remediation.

Several states have experimented with early-testing policies, including California, Kentucky, North Carolina, Ohio, and Oklahoma. As shown by their examples, state-level early placement testing policies can take a variety of forms. The tests used range from standardized tests, (e.g., ACT’s Plan) to exams closely resembling those that colleges give to entering freshmen (e.g., Computerized Adaptive Placement Assessment and Support Systems [COMPASS] and ACCUPLACER). The timing also varies among existing programs: some policies target high school juniors, while others test high school sophomores or even eighth graders.

The design and structure of a program, as well as the policies developed beyond the test to support the program's intentions of giving early diagnostic information, are key dimensions that could affect whether the policy has its intended impact. For instance, a program that is not mandatory and requires a high school or teacher to opt into the program to participate may not reach many of the students who would benefit. Moreover, research suggests that taking a test and receiving a score report falls short of providing many students with a clear signal. Students must be supported after the test with counseling to encourage additional course enrollments. It may even be necessary to develop new courses and pathways to fill gaps.

The experience of California with its Early Assessment Program (EAP) is informative for other states and higher-education systems. The California EAP aims to provide high school juniors with information about their academic readiness for coursework at California State University campuses. After the test in eleventh grade, interventions are developed for the student to pursue during twelfth grade. The EAP also includes professional development for teachers. An evaluation of the program found that participation in the EAP reduced a student’s probability of needing remediation in college by 6.2 percentage points in English and 4.3 percentage points in math (Howell, Kurlaender, and Grodsky 2010). The authors conclude that EAP increased students’ academic preparation in high school but did not discourage poorly prepared students from applying to college. This research suggests the promise of early assessment programs in reducing the need for remediation.

Another state involved in a large-scale early testing initiative is Tennessee. In 2013, more than one hundred high schools in the state offered the Seamless Alignment and Integrated Learning Support program. This program identifies high school juniors who are on track to need college remediation, and allows them, while they are still in high school, to complete the same remedial math course they would eventually have needed to take in college (Boatman 2014).

The summer before college matriculation is another important time when students could try to address their academic needs and avoid remediation. Summer bridge programs can take many forms, from trying to enhance study skills to giving students the opportunity to begin their coursework. The California State University system has the Early Start policy, which requires incoming first-time freshmen who are not college-ready to begin their remediation during the summer before enrolling (Reed 2010). Similarly, the CUNY Start program has students spend the semester before beginning college taking a developmental course. Logue and Mogulescy (2013) finds that the program has been successful in helping students avoid remedial courses once enrolled in comparison to a similar group of students who did not enroll in the program.

Other institutions have targeted students during the summer before registration with tips and resources to help them prepare for the remediation placement exam. For example, Santa Monica College offers an online orientation to its placement test, which explains the content and format of the test and offers tips on how to best prepare. In a similar fashion, the Community College of Denver published a workbook for students to review the material on the ACCUPLACER placement exam and offered free tutoring sessions for interested students. Still another example is Guilford Technical Community College in North Carolina, which created an online course designed to prepare students to take or retake the COMPASS placement test (Quint et al. 2013).

Finally, additional ways to improve prevention include strengthening the links between K–12 and higher education. This could be done by better aligning curricula and including higher-education representatives in conversations about K–12 assessments. For instance, bringing together high school English teachers with college English professors would foster smoother transitions for students. Links between the systems could also be built into K–12 accountability systems and report.
cards. As many districts have already started to do, college enrollment rates of recent graduates could be publicized. Taking this a step farther, statistics on the placement of recent high school graduates into college remediation would be a useful way to judge secondary-school rigor and success in preparing students for college-level material.

**COSTS AND BENEFITS**

Strengthened remedial education has the potential to improve the effectiveness of education spending. At the high school level, improved diagnostic tests can allow schools to tailor educational curricula before students even attend college, significantly reducing the need for college-level remediation. For example, as noted above, California’s EAP reduced a student’s probability of needing remediation into 6.2 percentage points in English and 4.3 percentage points in math. In addition, improved placement into college-level remedial courses can save both student and college spending on remediation. Academic evidence suggests that a large share—between one-quarter and one-third—of remedial students are misassigned to remedial courses; assigning these students to more-appropriate courses will lower educational costs and allow students to complete courses that better improve their abilities and knowledge.

Better administration of remedial courses can have important impacts on educational and labor-market outcomes. Interventions aimed at improving supports for students in remedial courses—such as the state of Washington’s I-BEST program or CUNY’s ASAP program—can lead to improved college persistence and higher graduation rates. These outcomes are particularly promising for low-income and minority students who exhibit low rates of college completion. Higher rates of college completion can then translate into improved labor-market outcomes, namely higher rates of employment and elevated earnings.

Depending on the nature of the intervention, better remedial education may temporarily raise spending in the implementation phase. However, even though redesigned courses and improved remedial supports will incur initial outlays, the short-term costs of starting a new program should be measured against long-term cost savings. For example, programs that reduce the need for remedial education can lead to lower overall spending over time. In addition, programs that require an initial capital investment—such as technology-based programs that require new computers and programming—will incur costs early in the development process, but these costs are expected to decline over time.

In sum, improved remediation may lead to slightly higher educational outlays in the short run, but will likely lead to cost savings for students, institutions, and taxpayers in the long run. When considering the social benefits of college education, the rewards to improved remediation seem likely to be worth the initial investment.

**Questions and Concerns**

*Is remediation worthwhile at all? If remediation is so expensive, should we just get rid of it?*

To eliminate remediation would be counterproductive to the goal of increasing degree attainment. As noted by Cloud (2002), doing so would “effectively end the American experiment with mass postsecondary education.” The low levels of academic preparation inherited by higher-education systems are certainly a challenge, but solutions need to be found to address the problem if the country is going to succeed in increasing educational attainment and reducing government dependency, especially among low-income individuals who might otherwise be in poverty and lack the skills necessary for advancement. Moreover, research in recent years highlights promising practices that would improve student preparation and outcomes, as well as reduce unnecessary costs.

*Why not just focus efforts on improving the K–12 education system?*

Improving the K–12 system would have benefits, but the problems facing high schools are numerous: insufficient academic rigor, a lack of alignment with postsecondary institutions, and a limited supply of advanced courses at some schools. Even if these problems were solved, the country would still have to contend with addressing the needs of older, nontraditional students, who make up approximately 40 percent of college students today. Moreover, students sometimes make poor choices about their courses, and while improving early information about college preparedness levels would help (as recommended above), some students will not decide that they need a college education until after high school. Therefore, colleges and universities need to improve their efforts to address the needs of these students. With remediation rates being as high as 70 percent at some colleges, focusing on K–12 alone will not solve the problem.

**Conclusion**

Remediation plays an increasingly important role in the lives of students and the colleges and universities they attend. Traditional remedial courses are costly in terms of time and resources, however, and fail to improve the chances that students will be successful in college and graduate with
a credential. As a result, remediation is a major barrier to postsecondary-level training for many students, and currently the system is not designed to help students get over that hurdle. While some states debate how to manage or limit remediation, most of the current policy efforts do not focus on how to improve programs or help students avoid remediation altogether. Improving the placement process, redesigning the courses and supports, and adopting policies to help students avoid remediation, however, are three meaningful ways to improve student outcomes and increase their educational attainment. Improving placement policies by incorporating high school course-taking and performance information would reduce the chance that students are assigned to remediation incorrectly and would help schools to better target services. In addition, redesigning remediation programs with innovative pedagogies and support services in order to streamline the pathway through remediation and enhance student progress would reduce the time needed to complete the courses and improve rates of success. Finally, we could reduce the need for remediation by better aligning curricula and having high school students take college readiness assessments earlier so that they can make better decisions about the courses they take before entering college.

Reforming remediation and better supporting the students who need it will be essential if the country is to improve educational attainment levels. Currently, 40 percent of first-year students are placed into remediation, and most do not complete the courses or persist until they earn a credential. As the national nonprofit Complete College America highlights in its 2012 report, “Remediation: Higher Education’s Bridge to Nowhere,” the “broken remedial bridge is travelled by some 1.7 million beginning students each year, most of whom will not reach their destination—graduation.” Now is the time for the federal government, states, colleges, and high schools to consider the growing number of promising practices and additional supports that could improve students’ chances for educational success.
Section 3.
Building Skills
Introduction

Reducing inequality and expanding opportunity are central challenges increasingly acknowledged by leaders across the political spectrum. Policymakers generally agree that one key solution is to prepare young people and adults with the skills to earn a good income. Unlike other advanced countries, however, reform proposals in the United States have typically included little or nothing about apprenticeship—a highly cost-effective mechanism for developing workplace skills and for reducing youth unemployment. However, interest in apprenticeship models is building in the United States, partly because of the recent successes of Britain and South Carolina in stimulating major expansions of apprenticeship training. A robust apprenticeship system is especially attractive because of its potential to reduce youth unemployment, improve the transition from school to career, upgrade skills, raise wages of young adults, strengthen a young worker’s identity, increase U.S. productivity, achieve positive returns for employers and workers, and use limited federal resources more effectively.

Apprenticeship prepares workers to master occupational skills and achieve career success. Under apprenticeship programs, individuals undertake productive work for their employer, earn a salary, receive training primarily through supervised work-based learning, and take academic instruction that is related to the apprenticeship occupation. The programs generally last from two to four years. Apprenticeship helps workers to master not only relevant occupational skills, but also other work-related skills, including communication, problem solving, allocation of resources, and dealing with supervisors and a diverse set of coworkers. The course work is generally equivalent to at least one year of community college. Completing apprenticeship training yields a recognized and valued credential attesting to mastery of skill required in the relevant occupation. Unlike the normal part-time jobs held by high school and college students, apprenticeship integrates what young people learn on the job and in the classroom. Box 7-1 describes a successful youth apprenticeship program in Georgia.

In some ways, apprenticeship offers an alternative to the “academic-only” college focus of U.S. policymakers. Increasingly, placing all of our career-preparation eggs in one basket is leaving young adults, especially minority young men, well behind. Among young adults ages twenty-five to thirty-four in 2013, 49 percent of all women and 37 percent of African American women had earned at least an Associate degree; for men, the comparable figures were 40 percent and 28 percent, respectively. Furthermore, in 2011–12, nearly two African American women earned a bachelor’s degree for every African American male who earned one (National Center for Education Statistics 2013). Despite the well-documented high average returns to college, variations in interests, capacities, and learning styles suggest many young people would benefit far more from alternative pathways to rewarding careers than they do from academic-only pathways.

Apprenticeship can narrow the postsecondary achievement gaps in both gender and race. Having learning take place mostly on the job, making the tasks and classroom work highly relevant to their careers, and providing participants with wages
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while they learn are especially beneficial to men, particularly minority men. Apprenticeship can give minorities increased confidence that their personal efforts and investment in skill development will pay off, giving graduates a genuine sense of occupational identity and occupational pride.

Additionally, apprenticeship is a useful tool for enhancing youth development. Young people work with natural adult mentors who offer guidance but allow youth to make their own mistakes (Halpern 2009). Youth see themselves judged by the established standards of a discipline, including deadlines and the genuine constraints and unexpected difficulties that arise in the profession. Supervisors provide the close monitoring and frequent feedback that helps apprentices keep their focus on performing well at the work site and in the classroom.

Furthermore, apprenticeship is distinctive in enhancing both the worker supply side and the employer demand side of the labor market. On the supply side, the financial gains to apprenticeship are strikingly high. U.S. studies indicate that apprentices do not have to sacrifice earnings during their education and training and that their long-term earnings benefits exceed the gains they would have accumulated after graduating from community college (Hollenbeck 2008). The latest reports from the state of Washington show that the gains in earnings from various education and training programs far surpass the gains from all other alternatives (Workforce Training and Education Coordinating Board 2014). A broad study of apprenticeship in ten states also documents large and statistically significant earnings gains from participating in apprenticeship programs (Reed et al. 2012).

On the demand side, employers can feel comfortable upgrading their jobs knowing that their apprenticeship programs will ensure an adequate supply of well-trained workers. High levels of apprenticeship activity in Australia, Canada, and Britain demonstrate that even companies in labor markets with few restrictions on hiring, firing, and wages are willing

BOX 7-1.
The Georgia Youth Apprenticeship Program

In 1992, the Georgia General Assembly passed a law directing the Departments of Education, Labor, and Technical Adult Education to develop and implement youth apprenticeship programs by 1996. Today, the program operates successfully with more than 7,000 participants.

During their freshman and sophomore years of high school, students learn about the possibility of joining the apprenticeship program as juniors and seniors. Students can then apply to participate in a structured program of at least 2,000 hours of work-based training and 144 hours of related coursework. Apprentices complete not only their high school diploma, but also a postsecondary certificate or degree, and certification of industry-recognized competencies applicable to employment in a high-skill occupation. The fields vary widely from energy to information technology, manufacturing, and transportation and logistics. Mentorship is a key part of the program, as are employer evaluations of the student’s job performance and the building of professional portfolios. As of 2009, more than 7,000 students in Georgia were participating in a youth apprenticeship.

High schools are responsible for recruiting and counseling students, supporting career-focused learning, and assisting in identifying industry partners. Postsecondary schools participate in developing curriculum and dual credit arrangements. Businesses offer apprenticeship positions, provide each apprentice with a worksite supervisor, and ensure that apprentices gain experience and expertise in all the designated skill areas. The worksite supervisors must participate in mentor orientation and training so that they can guide students through all the skill areas and serve as coaches and role models. Parents must agree to and sign an educational training agreement and provide transportation to the student. Finally, apprentices must maintain high levels of attendance and satisfactory progress in classes (both academic and career-oriented) and in the development of occupational skills at the worksite.

Employers report high levels of satisfaction with the apprentices and the apprenticeship program. Over 95 percent say the program has been highly beneficial to the company and that they would recommend the program to other companies. Participating companies also report good quality student performance in problem-solving and communication skills. There has been no rigorous evaluation of the impact of apprenticeship participation on students in Georgia, but participation has been growing among both companies and students.
to invest in apprenticeship training. While no rigorous evidence is available about apprenticeship’s costs and benefits to U.S. employers, research in other countries indicates that employers gain financially from their apprenticeship investments (Lerman 2014).

In general, firms reap several advantages from their apprenticeship investments. They save significant sums in recruitment and training costs, in reduced errors in placing employees, in excessive costs when the demand for skilled workers cannot be quickly filled, and in all employees being well versed with company procedures. One benefit to firms that is rarely captured in studies is the positive impact of apprenticeship on innovation. Well-trained workers are more likely to understand the complexities of a firm’s production processes and therefore to identify and implement technological improvements, especially incremental innovations to improve existing products and processes. A study of German establishments documents this connection and finds a clear relationship between the extent of in-company training and subsequent innovation (Bauernschuster, Falck, and Heblich 2009). In the United States, evidence from surveys of more than 900 employers indicates that the overwhelming majority of them believe their programs are valuable and involve net gains (Lerman, Eyster, and Chambers 2009). Nearly all sponsors reported that apprenticeship programs help them meet their skill demands—87 percent reported that they would strongly recommend registered apprenticeship programs, and another 11 percent recommended apprenticeship programs with some reservations. Other benefits of apprenticeship include reliably documenting appropriate skills, raising worker productivity, increasing worker morale, and reducing safety problems.

While apprenticeship offers a productivity-enhancing approach to reducing inequality and expanding opportunity, activity in the United States has declined in recent years to levels about one-tenth of those in Australia, Canada, and Britain. Some believe the problems include inadequate information and familiarity with apprenticeship, an inadequate infrastructure, and expectations that sufficient skills will emerge from community college programs. Others see the main problem as an unwillingness of U.S. companies to invest, no matter how favorable government subsidies and marketing policies are. In considering these explanations, we should remember that even in countries with robust apprenticeship systems, only a minority of firms actually hires apprentices. Since the number of apprenticeship applicants already far exceeds the number of apprenticeship slots, the main problem today is to increase the number of apprenticeship openings that employers offer. Counseling young people about potential apprenticeship opportunities is a sensible complementary strategy to working with the companies, but encouraging interest in apprenticeship could be counterproductive without a major increase in apprenticeship slots.

Developing a more robust support system for apprenticeship programs requires action at various levels of government. This proposal consists of a series of targeted initiatives that rely on both state and federal support. At the state level, governments could develop marketing campaigns to persuade employers to create apprenticeship programs, and to build on existing youth apprenticeship programs. At the federal level, the government could provide federal subsidies to encourage take-up of existing vouchers for apprenticeship programs; designate occupational standards for apprenticeship through a joint Office of Apprenticeship (OA)—Department of Commerce (Commerce) team; and develop an infrastructure of information, peer support, and research within the Departments of Commerce and Labor.

The Challenge

Today apprentices make up only 0.2 percent of the U.S. labor force, far less than in Canada (2.2 percent), Britain (2.7 percent), and Australia and Germany (3.7 percent). In addition, government spending on apprenticeship programs is only about $100 to $400 per apprentice, federal, state, and local annual government spending per participant for two-year public colleges is approximately $11,400 (Cellini 2012). Not only are government outlays sharply higher, but the cost differentials are even greater after accounting for the higher earnings (and associated taxes) of apprentices compared to college students. Given these data, at least some of the low apprenticeship penetration can be attributed to a lack of public effort in promoting and supporting apprenticeship and to heavy subsidies for alternatives to apprenticeship.

However, the historical reasons for apprenticeship’s low penetration in the United States are less important than the potential for future expansion. Recent experiences in Britain and in selected areas of the United States suggest grounds for optimism, but the barriers to expansion are significant.

One significant barrier is limited information about apprenticeship. Because few employers offer apprenticeship programs, most employers are unlikely to hear about apprenticeship from other employers or from workers in other firms. Compounding the problem is both the difficulty of finding information about the content of existing programs and the fact that developing apprenticeship programs is
complicated for most employers, often requiring technical assistance that is minimal in most of the country. The experiences in Britain and South Carolina (discussed below) demonstrate that effective marketing is critically important for expanding the number of firms offering apprenticeship programs.

A second barrier is employer misperceptions that apprenticeship will bring in unions. There is no evidence that adopting an apprenticeship program will increase the likelihood of unionization, but reports about such close links persist. A third barrier is the asymmetric treatment of government postsecondary funding, with college courses receiving financial support and courses related to apprenticeship programs receiving little financial support. Policies to reduce the government spending differentials between college subsidies and apprenticeship subsidies can help overcome this barrier.

Another significant complication to developing more apprenticeship opportunities is that U.S. apprenticeship programs are categorized in three different ways: registered apprenticeship with the Department of Labor’s OA, unregistered apprenticeship, and youth apprenticeship. Official data generally fail to track unregistered apprenticeship; evidence suggests their numbers exceed those of registered apprenticeship. Small youth apprenticeship programs operate in a few states. Furthermore, tiny budgets and an excessive focus on apprenticeship in the field of construction have hampered expansion of the registered apprenticeship system. The federal government spends less than $30 million annually to supervise, market, regulate, and publicize the system. Many states have only one person working under the OA. In sharp contrast, Britain spends about £1 billion (or about $1.7 billion) annually on apprenticeship, which would amount to nearly $8.5 billion in the United States after adjusting for population.

Unlike programs in Austria, Germany, and Switzerland, the apprenticeship system in the United States is almost entirely divorced from high schools and serves very few workers under the age of twenty-five. Only a few states, notably Georgia and Wisconsin, now operate youth apprenticeship programs that provide opportunities to youth ages sixteen to nineteen. State funding pays for coordinators in local school systems and sometimes for required courses not offered in high schools. In Georgia, 143 out of 195 school systems currently participate in the apprenticeship program, serving a total of 6,776 students. These apprentices engage in at least 2,000 hours of work-based learning, as well as 144 hours of related classroom instruction. The Wisconsin program includes one-year to two-year options for nearly 2,000 high school juniors and seniors, requiring from 450 to 900 hours in work-based learning and two to four related occupational courses. The program draws on industry skill standards and awards completers with a Certificate of Occupational Proficiency in the relevant field. Some students also receive technical college academic credit.

A New Approach

Recent proposals by the administration and some members of Congress suggest apprenticeship expansion would require substantial government funding. To support apprenticeship, President Obama included $500 million per year for four years in his fiscal year 2015 budget. Senators Tim Scott (R-SC) and Corey Booker (D-NJ) have proposed providing tax credits to employers hiring apprentices. Though these steps are necessary, they may not be sufficient.

Building a robust apprenticeship system in the United States, even with new resources, will require branding at the state and/or federal levels and marketing at both the general level and the firm level. I suggest five strategies: two could be accomplished at the state level, and three would be the responsibility of the federal government.

THE STATE ROLE

Develop high-level and firm-based marketing initiatives

Britain’s success in expanding apprenticeship positions from about 150,000 in 2007 to over 850,000 in 2013 offers one example for how to create successful national and decentralized marketing initiatives. Alongside various national efforts, including the National Apprenticeship Service and Sector Skills Councils, the British government provided incentives to local training organizations to persuade employers to create apprenticeship programs. A similar model could be developed in the United States. State governments could build a state marketing campaign together with incentives and technical support to community colleges and other training organizations to market apprenticeship at the individual firm level. However, simply marketing to firms through existing federal and state agencies may not work if the staff lacks the marketing dynamism, sales talent, and passion for expanding apprenticeship. Pay for performance is recommended: technical education and training organizations would earn revenue only for additional apprenticeship programs that each college or organization developed with employers.
Each apprenticeship slot stimulated by the college/training organization would increase the work-based component of the individual’s education and training and would reduce the classroom-based component. Assume the work-based component amounts to 75 percent of the apprentice’s learning program and the school-based courses are only 25 percent of the normal student course load; by allowing training providers to keep more than 25 percent of the standard full-time-equivalent (FTE) cost provided by federal, state, and local governments in return for providing the classroom component of apprenticeship, the community colleges and other training organizations would have a strong incentive to develop units to stimulate apprenticeship. State and local governments could provide matching grants to fund units within technical training organizations to serve as marketing arms for apprenticeship. The marketing effort should encourage government employers as well as private employers to offer more apprenticeship opportunities.

South Carolina’s successful example involved collaboration between the technical college system—a special unit devoted to marketing apprenticeship programs—and a federal representative from the OA. With a state budget for Apprenticeship Carolina of $1 million per year, as well as tax credits to employers of $1,000 per year per apprentice, the program managed to stimulate a six-fold increase in registered apprenticeship programs and a five-fold increase in apprentices. Especially striking is that these successes—including 4,000 added apprenticeship opportunities—took place as the economy entered a deep recession and lost millions of jobs. The costs per apprentice totaled only about $1,250 each calendar year, including the costs of the tax credit.

**Build on youth apprenticeship programs**

State government spending on youth apprenticeship programs amounts to about $3 million in Georgia and $2 million in Wisconsin. Although these programs reach only a modest share of young people, the United States could make a good start on building apprenticeship programs if the numbers in Georgia could be replicated throughout the country. The focus would be on students who perform better in work-based settings than in purely school-based ones and who are less likely than the average student to attend a four-year college or complete a bachelor’s degree. To create about 250,000 quality jobs and learning opportunities, the gross costs of such an initiative would be only about $105 million—about $450 per calendar year—or about 4 percent of current school outlays per student-year. Moreover, some of these costs would be offset by reductions in teaching expenses, as more students would spend more time in work-based learning and less time in high school courses. In all likelihood, the modest investment would pay off handsomely in the form of increased earnings and associated tax revenues, as well as reduced spending on educational and other expenditures.

A good place to start is with Career Academies, schools within high schools that have an industry or occupational focus. Over 7,000 Career Academies operate in the United States; these programs already include classroom-related instruction and sometimes work with employers to develop internships in fields ranging from health and finance, to travel and construction. Because a serious apprenticeship involves learning skills at the workplace at the employer’s expense, the Academies would be able to reduce the costs of teachers relative to a full-time student. If, for example, a student spends two days per week in a paid apprenticeship, the school should be able to save at least 15 percent of its costs for that student. Applying these funds to marketing, counseling, and oversight for youth apprenticeship should allow the Academy or other school to stimulate employers to provide apprenticeship slots. Success in reaching employers will require a talented, business-friendly staff that is well trained in business issues and apprenticeship initiatives.

To implement this component, state governments should fund marketing and technical support to Career Academies to set up cooperative apprenticeship programs with employers, using either state or federal dollars. The first step should be planning grants for interested and capable Career Academies to determine who can best market to and provide technical assistance to the Academies. Next, state governments should sponsor performance-based funding to units in the Academies so they receive funds for each additional apprenticeship. Private foundations should offer resources for demonstration and experimentation in creating apprenticeship opportunities within high school programs, especially Career Academies.

**THE FEDERAL ROLE**

**Extend use of current postsecondary and training subsidies to apprenticeship**

Several postsecondary programs could be set up to subsidize at least the classroom portion of apprenticeship. Already, localities can use training vouchers from the Workforce Investment Act for apprenticeship programs. To encourage greater use of vouchers for apprenticeship, the federal government could provide one to two more vouchers to Workforce Investment Boards for each training voucher used in an apprenticeship program. Another step is to encourage the use of Trade Adjustment Act training subsidies to companies sponsoring apprenticeship, just as training providers receive subsidies for Act-eligible workers enrolled in full-time training. In addition, policies could allow partial payment of the Act’s extended unemployment insurance to continue for employed individuals in registered apprenticeship programs.
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Allowing the use of Pell Grants to pay at least for the classroom portion of a registered apprenticeship program makes perfect sense as well. Currently, a large chunk of Pell Grants pays for occupationally oriented programs at community colleges and for-profit career colleges. The returns on such investments are far lower than the returns on apprenticeship. The Department of Education can authorize experiments under the federal student aid programs (Olinsky and Ayres 2013), allowing Pell Grants for some students learning high-demand jobs as part of a certificate program. Extending the initiative to support related instruction (normally formal courses) in an apprenticeship could increase apprenticeship slots and reduce the amount that the federal government would have to spend to support these individuals in full-time schooling.

The GI Bill already provides housing benefits and subsidizes wages for veterans in apprenticeship programs. However, funding for colleges and university expenses is far higher than for apprenticeship. Offering half of the GI Bill college benefits to employers hiring veterans into an apprenticeship program could be accomplished by amending the law. Unless the liberalized uses of Pell Grants and GI Bill benefits are linked with an extensive marketing campaign, however, the take-up by employers is likely to be limited.

Designate best practice occupational standards for apprenticeships

To simplify the development of apprenticeship for potential employers, a joint OA–Commerce team should designate one or two examples of good practice with regard to specific areas of expertise learned at work sites and with regard to subjects learned through classroom components. The OA–Commerce team should select occupational standards in consultation with selected employers who hire workers in the occupation. Once selected, the standards should be published and made readily accessible. Employers who comply with these established standards should have a quick and easy path to the registration of the program. In addition, workforce professionals trying to market apprenticeship will have a model that they can sell and that employers can adopt, either as-is or after making modest adjustments. Occupational standards used in other countries can serve as starting points for the OA–Commerce team and for industry groups involved in setting standards and in illustrating curricula.

Develop a solid infrastructure of information, peer support, and research

The federal government should sponsor the development of an information clearinghouse, a peer support network, and a research program on apprenticeship. The information clearinghouse should document the occupations that currently use apprenticeship in the United States and in other countries, along with the list of occupation skills that the apprentices master. The clearinghouse should include the curricula for classroom instruction, the skills that apprentices should learn and ultimately master in the workplace, and up-to-date information on available apprenticeship slots and on applicants looking for apprenticeship opportunities. The development of the information hub should involve agencies within Commerce as well as in the OA.

The research program should cover topics especially relevant to employers, such as the return to apprenticeship from the employer’s perspective and the net cost of sponsoring an apprentice after taking into account the apprentice’s contribution to production. Other research should examine best practices for marketing apprenticeship programs, incorporating classroom and work-based learning by sector, and counseling potential apprentices.

COSTS AND BENEFITS

The proposals in this paper would involve only a modest amount of new funding, though some shift in the allocation of funds for the education and training marketplace would be necessary. To date, apprenticeship programs have not proven to be very expensive for the government; the majority of costs stem from the federal and state costs of administering apprenticeship programs, tuition paid by participants, instruction costs related to the academic portions of the programs, and those borne directly by taxpayers through higher spending or forgone tax revenue (Reed et al. 2012; Workforce Training and Education Coordinating Board 2014).

A recent study of apprentices in the state of Washington gives an indication of the potential costs and benefits associated with an apprenticeship program (Workforce Training and Education Coordinating Board 2014). The average cost per participant borne by the individual and government was about $5,500. In contrast, the per-participant cost associated with participation in a community college professional or technical program are about $16,000 per year.

The potential benefits, as indicated by this study, are stunning: apprentices raised their earnings relative to a comparison group by an average of nearly $78,000 over two and a half years after leaving the program. In comparison, participants in community college professional or technical programs netted only about $15,000 in increased earnings. Projecting earnings effects through age sixty-five, these relative earnings for apprentices amount to roughly $440,000 at a cost of $5,500; the comparison figures for participants in community college professional or technical programs are $175,000 at a cost of about $20,000 (Workforce Training and Education Coordinating Board 2014). A separate study conducted
by Deborah Reed and colleagues (2012) of ten other states found earnings gains associated with apprenticeship training amounting to $6,000–$6,500 per year per participant. In addition to these quantitative benefits, apprenticeship—in particular registered apprenticeship—also results in numerous social benefits, including added productivity of workers, reduced use of government safety-net programs by participants, and a stronger local economy.

Two studies of the earnings gains of apprentices and government costs in the United States find that the social benefits outweigh the social and government costs by ratios of 20:1 to 30:1 (Reed et al. 2012; Workforce Training and Education Coordinating Board 2014), although the extent to which these benefits are due to government investment as compared to employer investment is indeterminate. Investing in extensive marketing aimed at increasing apprenticeship with appropriate incentives for performance will add only modestly to government costs while yielding substantial gains for workers and the public.

Given the high share of apprenticeship programs undertaken through joint union-employer agreements, some share of the earnings gains associated with apprenticeship may actually result from the role of unions in bargaining for higher wages. Still, workers must have raised their productivity enough through their apprenticeship in order for employers to afford to pay union wages. On the cost side, construction unions and both union and non-union employers certainly invest large sums in training apprentices. Manufacturing companies that train apprentices do so as well. This stimulus to private investments is one of the reasons apprenticeship increases earnings at a modest cost to the government.

Questions and Concerns

Will enough employers offer apprenticeship positions?

Stimulating a sufficient increase in apprenticeship slots is the most important challenge. Although it is easy to cite examples of employer reluctance to train, the evidence from South Carolina and Britain suggests that a sustained, business-oriented marketing effort can persuade a large number of employers to participate in apprenticeship training. Both programs were able to more than quadruple apprenticeship offers over about five to six years. Today, U.S. employers are far less likely to offer apprenticeship programs than are their counterparts in many other advanced economies. One reason is that federal and state governments have not provided adequate resources to encourage and help employers adopt apprenticeship programs. New policies may or may not succeed in generating significant growth in apprentices, but we are highly unlikely to achieve growth without trying something along the lines of the proposals in this paper.

Will enough workers apply for the additional apprenticeship slots?

Compared to expanding the demand for apprentices, increasing supply by attracting sufficient applicants for apprenticeship is likely to be relatively easy. Although representative data on the number of applicants per apprenticeship slot do not exist, many examples indicate that the number of applicants is far higher than the number of apprenticeship openings. Take the case of the Apprenticeship School, a program linked to the shipbuilding tasks of a company in Newport News, Virginia. In 2013, the school had over 6,000 applicants for about 240 positions. Most craft apprenticeship programs in the building trades have far more applicants than apprentice slots. The case of Britain offers additional evidence: the massive increase in intermediate or advanced apprenticeship positions between 2007 and 2013 was matched by a sufficient increase in applicants. Nonetheless, providing counseling and information to prospective apprentices will still be a sensible investment, especially after an expansion in apprenticeship slots, because a good matching process is critical for the effectiveness of the program for workers and firms.

What role does public perception play in the expansion of apprenticeship opportunities?

Public perception and awareness of apprenticeship could play a major role in its expansion in the United States. In the United Kingdom, for example, a large shift in public perception occurred over the past few decades, leading to a series of pro-apprenticeship campaigns that coincided with a rapid increase in apprenticeship. In the year following the implementation of a marketing campaign in London, the number of apprentices in the city more than doubled from 20,350 to 41,400 (Evans and Bosch 2012). Furthermore, a £25 million public apprenticeship fund introduced in 2010, which included a marketing component, coincided with a near doubling of apprenticeship starts in England—from 279,700 to 520,600—between the 2009–10 and 2011–12 academic years (Skills Funding Agency 2014).

Importantly, too, is the culture surrounding both the teaching and learning aspect of apprenticeship. In the United States, registered apprenticeship in the building trades industry have been present for more than 100 years and are an integral part of the training for construction-related occupations. Many workers in these industries are accustomed to their role as mentor and teacher. As apprenticeship becomes more common in other industries, the apprenticeship model—which relies heavily on the participation of existing workers—
may become a familiar and welcome aspect of employment in other industries.

**Will apprenticeship programs accept disadvantaged workers?**

Apprenticeship can play a role in helping the disadvantaged, but not all will benefit. As noted above, apprenticeship promotes youth development and provides a pathway to rewarding careers that is less reliant on classroom instruction. This approach is particularly relevant to the learning processes of men, especially minority men. In many cases, employer requirements will limit the opportunity of the most educationally disadvantaged from entering various professions. Of course, exclusions of this type occur even without an apprenticeship. Still, apprenticeship is attractive even to disadvantaged workers because they provide clear incentives for low-performing students to work hard to attain adequate skills to qualify for apprenticeship that leads to career jobs that pay well. Finally, there is a distribution of apprenticeship occupations; some occupations might not require advanced education yet still involve apprenticeship that leads to attractive careers.

**Conclusion**

Expanding apprenticeship is a potential game-changer for improving the lives of millions of Americans and for increasing the efficiency of government dollars spent on developing the workforce. Instead of spending over $11,000 per year on students in community college career programs, why not shift resources toward apprenticeship programs, which are far more cost-effective? Apprenticeship programs yield far higher and more-immediate impacts on earnings than community or career college programs, yet cost the student and the government far less than college programs. Community college graduation rates, especially for low-income students, are dismally low. Even after graduating, they often have trouble finding a relevant job. For students in postsecondary education, forgone earnings are one of the highest costs. In contrast, participants in apprenticeship programs rarely lose earnings and often earn more than if they had not entered an apprenticeship. Furthermore, apprentices are already connected with an employer and can demonstrate the relevant credentials and work experience demanded by other employers. Finally, there are net gains flowing to employers from apprenticeship programs.

The key question is not whether the shift in emphasis from community and/or career colleges toward apprenticeship is desirable, but whether it is feasible. Although some argue that the free U.S. labor market and the weak apprenticeship tradition pose insurmountable barriers to scaling-up apprenticeship, the dramatic increases in apprenticeship in Britain offer strong evidence that building a robust apprenticeship program in the United States is feasible.

The first step is persuading policymakers and employers about the desirability and feasibility of apprenticeship. Once that intellectual hurdle is overcome, the next step is establishing leadership at the policy and program levels and effective implementation of the new approach. Institutional change of this magnitude is difficult and will take time, but will be worthwhile in terms of increased earnings, enhanced occupation identity, increased job satisfaction, and expansion of the middle class.
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Introduction

Improving the skills and earnings potential of poor youth and adults should remain a top priority for state and federal policymakers. Poorer people lag behind their more affluent peers in both postsecondary educational attainment and earnings, and raising both would contribute strongly to reducing poverty among current and future generations. Tapping the full potential of public colleges to provide a leg up to those who need the educational push could go a long way toward alleviating poverty.

Students from all family backgrounds already face strong financial incentives to pursue postsecondary education. In response to the higher earnings of college graduates relative to those without college, U.S. enrollment rates have risen dramatically in the past decade, especially during the Great Recession, and degree attainment has increased somewhat at both two- and four-year colleges (Greenstone and Looney 2011; National Student Research Clearinghouse 2011). We have also greatly increased the nation’s investment in Pell Grants and other forms of assistance to improve college access for the poor (Holzer and Dunlop 2013).

But the dropout rate among low-income youth and adults in college remains extremely high; even among those who complete certificates or degrees, many choose fields of study that are not well compensated in the labor market (Bound, Lovenheim, and Turner 2009; Robst 2007). These outcomes hurt the poor, and weaken the impacts of large national investments in higher education. Low-income students would clearly benefit from having more postsecondary education or training options that they can successfully complete, and that are more closely linked to the needs of employers in high-demand fields that pay well.

Colleges can expand course offerings in high-demand fields of study, but there are other approaches as well to better align educational skills with the current labor market. One such approach is sectoral training, in which education providers work with employers to educate and train directly for the job requirements of high-demand sectors. This approach appears to have large impacts on earnings in rigorous evaluations. Career pathways are also being developed for these sectors that combine classroom education and work experience in a series of steps that ultimately lead to these jobs. And other models of work-based learning, such as apprenticeships or incumbent worker training, can accomplish many of the same goals.

Many states and localities are trying to build education and training programs in both four-year and community colleges, especially in high-demand fields, and bring them to scale. A report by the National Governors Association (2013) finds that at least twenty-five states are now building partnerships between key employers or industry associations and community colleges for sectoral training and career pathway development, and are trying to integrate these programs with their broader economic development goals.¹

Anecdotes abound about partnerships and programs developed in specific industries at the state level. But we have few data so far indicating the scale and outcomes achieved, much less data...
on the impacts on the education or employment outcomes of the disadvantaged students engaged in these efforts. When considering future investments, maintaining both the quality achieved in the smaller evaluated programs and a focus on the poor remain important, so as not to simply provide windfalls to employers at taxpayer expense.

To improve earnings prospects for recent graduates and to encourage two- and four-year colleges to be responsive to labor market demand, I propose that state legislatures implement financial incentives for colleges to steer students toward high-wage occupations and to industries with especially high labor needs. In addition, while this proposal primarily calls for state-level reforms, I also note opportunities for the federal government to support states in this initiative.

My proposal calls on states to partially base college funding on graduates’ reported wages five years following graduation and, where appropriate, on the colleges’ provision of courses that are especially important to the local economy. These incentives may also be accompanied by technical assistance for states and colleges, plus supports for students. I also propose that states experiment with generating financial incentives for employers to engage more with colleges in sectoral efforts, and propose that employers expand their own efforts to train and hire more workers.

The Challenge

It is widely known that the earnings of less-educated workers—i.e., those with high school or less education—have greatly lagged behind those of more-educated workers in the past few decades. We also know that poorer people tend, on average, to have low levels of education and achievement (Greenstone et al. 2013). And their children’s education and achievement lags behind as well, with the gaps apparently growing wider over time (Bailey and Dynarski 2011; Reardon 2011).

While postsecondary enrollments have risen across the entire income spectrum, it is also evident from data sources that dropout rates are very high among low-income students, especially at community colleges and non-elite four-year colleges. For instance, calculations from the National Educational Longitudinal Survey (NELS) data show that students from disadvantaged socioeconomic backgrounds struggle to complete higher education: only about 30 percent of the students from the lowest quartile of families by socioeconomic status who enroll in four-year colleges complete their bachelor of arts degrees within about six years, less than half of the completion rate of the overall student population (Holzer and Dunlop 2013). This cohort’s associate of arts (AA) degree completion rates at community colleges are likewise very low: less than 25 percent of young students at community colleges, and even fewer among older ones, complete an AA degree. These rates are low among poor and nonpoor students alike, but many more poor students attend these colleges (Holzer and Dunlop 2013).

While there are various factors behind these high dropout rates, one important factor may be the perceived imbalance between the costs of attending college—including the opportunity cost of forgone employment—relative to the perceived benefits. Low-income students might not enroll in or complete degree programs in these highly compensated fields if they lack the information about which fields are well compensated or about which fields are in high demand among those that they could actually complete successfully (Jacobson and Mokher 2009; Scott-Clayton 2011).

By most accounts, community colleges vary enormously in their quality and commitment to responding to labor demand. Some are torn between their more traditional academic missions of being feeder programs to four-year colleges and their newer vocational missions. In addition, as public institutions that are mostly paid (through state subsidies or private tuition payments) for student “seat time” rather than education or employment outcomes, they have little incentive to respond to labor market need. In at least some fields of study (e.g., nursing, health technology, and advanced manufacturing), the costs of equipment and instructors are relatively high, deterring community colleges from building adequate instructional capacity in these areas. And the instructors they hire may have little incentive to keep up effectively with newer developments in dynamic fields such as information technology. Accordingly, students report difficulty enrolling in classes they need for their majors in such fields. And the high-skill requirements in some of these areas—such as the math requirements for machinists in manufacturing—also preclude efforts to expand participation, especially among disadvantaged students.

This challenge has not been resolved by the recent expansion in for-profit educational institutions. While for-profits are sometimes described as institutions that serve disadvantaged students and rapidly respond to changing labor market demands (Deming, Goldin, and Katz 2013), these institutions have thus far been largely unsuccessful at appreciably improving postgraduation earnings for low-income students and filling gaps in training and education left by public-sector colleges. Evidence suggests that students who attend for-profit colleges are likely to experience lower earnings, higher unemployment, and higher student debt burdens than they would if they attended public institutions (Deming, Goldin, and Katz 2013). In addition, for-profits operate with
a motivation for generating profits, not for maximizing the social benefits of education and meeting local labor demand. While they appear to generate some benefits, for-profit institutions are, at best, a highly imperfect way to accomplish the policy goals of these proposals.

Instead, a more prudent approach is to create financial incentives similar to those that motivate for-profit colleges to supply high-demand classes in public institutions. This would likely avoid at least some of the negative outcomes associated with for-profit institutions as suppliers of education to the disadvantaged but would still target class offerings toward those in high-return fields. As it stands, public institutions already rely on public funds and make course offering decisions based in part on the set of incentives that results from the structure of those subsidies. The prudent path would be to structure these subsidies in a way that will likely result in colleges offering the classes that students demand and that will generate the highest level of social and economic benefits.

Indeed, several states have already instituted incentives for colleges that are tied to performance. According to the National Conference of State Legislatures (2014), at least twenty-five states have embraced some form of performance-based subsidies for their public colleges, and another five are planning to implement such policies. Table 8-1 summarizes some recent information from the National Conference of State Legislatures on what some states are doing in this area. It shows that most of these states reward colleges for successful course completion, credits earned, and ultimately credentials earned (or successful transfers to four-year colleges). And at least some of the states additionally reward schools for successful outcomes achieved among their low-income or minority populations, which would be an important consideration for antipoverty policy.

But, to date, such policies focus only on student academic outcomes at the colleges and universities, rather than those that occur afterwards in the labor market. Basing subsidies at least partly on job market outcomes will make public colleges more responsive to labor demand, especially by building higher instructional capacity and hiring high-quality instructors in high-demand fields. And, as noted below, it might also be helpful to encourage more employers to participate in such partnerships with colleges, or to directly train, or at least hire, more workers who are somewhere on their career pathways.

A New Approach

My proposal calls on states to encourage public colleges to be more responsive to students’ prospects and the job market. One way to accomplish this is by making their public subsidies at least partially dependent on student performance in the job market. In addition, states can incent colleges to offer courses and majors that would better align unmet labor demand with labor supply in local markets. This strategy will reward colleges for focusing more on the labor market outcomes of their students, leading to higher earnings for graduates and stronger local economies. While these proposals are not specifically targeted to low-income individuals, a large segment of the program beneficiaries will be in the lower part of the income distribution, making these policies an effective antipoverty initiative.

State governments can incent public colleges to improve graduates’ outcomes through a primary mechanism that partially ties funding to postgraduation reported earnings. Specifically, the earnings of students over the subsequent five-year period beyond graduation would form the basis to reward states. Extra subsidies could be granted, for example, to colleges whose students subsequently earn above the median level for those with such a credential in that state; those whose students have relatively low earnings would get lower subsidies. Rewarding the earnings of minority or low-income students would be critically important as well, since these are the students whose employment in high-demand fields most lags behind. Allowances would be made for graduates who transferred to four-year universities or who sought further education.

In local labor markets that demonstrate a major imbalance between labor demand and labor supply, colleges might also be rewarded for putting students in high-demand occupations and industries within that locality or state. For example, such occupations or industries might include nursing, health technology, or advanced manufacturing. In general, this mechanism is inferior to tying colleges’ funding to wages, which represent the market valuation for various types of work. However, in local markets that seem to experience labor shortages—such as being unable to fill nursing slots or to find qualified special-education teachers—there is an argument for using public funds to incent specialized training.³

States could also implement concurrent reforms that help colleges better target their curriculum. For example, states could provide technical assistance to their public colleges as they implement reforms that better align courses to the labor market. Networks of states that are developing sectoral programs and career pathways on a larger scale are working with supporting organizations to provide guidance on how to best implement these changes (Choitz 2013).

In addition, a set of supports for students—such as career and labor market counseling—would likely raise completion rates and the earnings of program graduates. Simplifying
### TABLE 8.1.

Some States Using Performance-Based Higher Education Subsidies

<table>
<thead>
<tr>
<th>State</th>
<th>Funding amount</th>
<th>Metrics measuring performance</th>
<th>Type of institution</th>
<th>Administrative body</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arizona</td>
<td>For FY 2013 and FY 2014, $5 million per year was allocated based on performance.</td>
<td>Metrics are based on degrees awarded, completed student credit hours, and external research and public service dollars brought into the university system.</td>
<td>In place at four-year institutions</td>
<td>Arizona Board of Regents</td>
</tr>
<tr>
<td>Colorado</td>
<td>Beginning in 2016-17 and for each year that state funding is at or above $706 million, 25% of the amount over $650 million will be appropriated based on each institution’s performance.</td>
<td>Metrics are based on attainment, student success, diversity in enrollment, reducing attainment gaps among students from underserved communities, and financial stewardship. Institutions then design separate sets of common and institution-specific metrics.</td>
<td>In transition</td>
<td>Each institution’s governing board negotiates a contract with the department of higher education</td>
</tr>
<tr>
<td>Georgia</td>
<td>Beginning in FY 2017, all new money appropriated will be allocated based on institutional performance.</td>
<td>Metrics are based on student progression, degrees conferred, success of low-income and adult learners, and institution-specific success on strategic initiatives.</td>
<td>In transition</td>
<td>Higher Education Funding Commission</td>
</tr>
<tr>
<td>Illinois</td>
<td>Funding amount is less than 1% of base funding.</td>
<td>For four-year universities, metrics are based on bachelor’s, master’s, doctoral, and professional degrees, undergraduates per 100 FTE, research and public service expenditures, graduation rate, and cost of attendance. For two-year universities, metrics are based on degree completion, completion rates for “at risk” students, transfers to four-year institutions, remedial and adult education, momentum points, and diversity.</td>
<td>In place at two- and four-year institutions</td>
<td>Illinois Board of Higher Education’s Higher Education Performance Funding Steering Committee</td>
</tr>
<tr>
<td>Kansas</td>
<td>New state higher education funds are allocated based on performance incentives.</td>
<td>Metrics are specific to each institution, but must be selected from a proscribed list of performance indicators.</td>
<td>In place at two- and four-year institutions</td>
<td>Kansas State Board of Regents, contingent upon each institution meeting its individualized Performance Agreement</td>
</tr>
<tr>
<td>Maine</td>
<td>Performance funding will start as 5% of base funding in FY 2014, and increase by 5% increments each subsequent year until it reaches 30%.</td>
<td>Metrics are based on degrees awarded, prevalence of STEM and priority fields, number and dollar value of research grants and contracts received, and degrees awarded per $100,000 of net tuition and fee revenues.</td>
<td>In place at four-year institutions</td>
<td>University of Maine System Board of Trustees</td>
</tr>
<tr>
<td>Michigan</td>
<td>For FY 2014, $21.9 million in new appropriations for universities and $5.8 million for community colleges was allocated based on performance metrics.</td>
<td>Metrics are based on completions in critical skill areas, research and development expenditures, graduation rates, institutional support as a percent of core expenditures, with mandatory requirements of limiting resident tuition increases to 3.75% per year, participation in at least three reverse transfer programs with community colleges, maintaining a dual enrollment credit policy, and participation in the Michigan Transfer Network. Separate allocation criteria exist for community colleges.</td>
<td>In place at two- and four-year institutions</td>
<td>Performance funding is included in the annual higher education appropriations</td>
</tr>
<tr>
<td>State</td>
<td>Funding amount</td>
<td>Metrics measuring performance</td>
<td>Type of institution</td>
<td>Administrative body</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>Mississippi</td>
<td>After a base amount is set aside for operational support, 90% is allocated based on completion targets and 10% is allocated based on progress toward established priorities.</td>
<td>The Board of Trustees sets priorities based on a range of specified metrics relevant to attainment, intermediate educational outcomes, research, and productivity.</td>
<td>In place at four-year institutions</td>
<td>Mississippi Public Universities Board of Trustees</td>
</tr>
<tr>
<td>Montana</td>
<td>5% of base funding will be at stake during the FY 2015 trial phase. The amount of performance funding for long-term priorities has not yet been determined.</td>
<td>Metrics are currently being developed, but are expected to vary based on the mission of each institution and include measures of completion and retention.</td>
<td>In transition</td>
<td>Montana University System Performance Funding Steering Committee</td>
</tr>
<tr>
<td>New Mexico</td>
<td>Performance-based funding is set to increase, but is currently 5% of instruction and general formula funding to colleges and universities.</td>
<td>Metrics are based on number of certificates and degrees awarded in both general and priority areas, degrees earned by at-risk students, grant/contract funding, and momentum points.</td>
<td>In place at two- and four-year institutions</td>
<td>Performance funding is included in the annual higher education appropriations</td>
</tr>
<tr>
<td>North Dakota</td>
<td>Nearly all base funding is calculated by the number of credit hours completed.</td>
<td>The funding formula is based on the number of credit-hours completed by students. A completed credit-hour is one for which a student met all institutional requirements and obtained a passing grade.</td>
<td>In place at two- and four-year institutions</td>
<td>The state board of education, based on per-credit dollar amounts specified in legislation</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>Performance funding only applies to new appropriations.</td>
<td>Metrics are based on first-year retention, first-year retention for Pell recipients, student completion of twenty-four credits in their first academic year, cohort graduation rates anywhere in the system, degrees granted, and program accreditation.</td>
<td>In place at two- and four-year institutions</td>
<td>Oklahoma State Regents for Higher Education</td>
</tr>
<tr>
<td>South Dakota</td>
<td>Nearly all base funding is calculated by the number of credit hours completed.</td>
<td>Metrics are based on funds appropriated according to degrees awarded, STEM degrees awarded, and growth in research expenditures.</td>
<td>In transition</td>
<td>Council on Higher Education Policy, Goals, Performance, and Accountability</td>
</tr>
<tr>
<td>Texas</td>
<td>Funding amount is 10% of formula-based state higher education funding.</td>
<td>10% of the formula funding is allocated based on developmental education completion rates, number of students who complete first college level course in mathematics, reading intensive and writing intensive courses, interim student attainment, and number of degrees and certificates awarded, with additional points awarded for degrees in STEM or allied health fields.</td>
<td>In place at two-year institutions</td>
<td>Higher Education Coordinating Board</td>
</tr>
<tr>
<td>Virginia</td>
<td>50% of funding is expected to be allocated based on performance and incentive funding.</td>
<td>Metrics are based on number of degrees awarded and number of additional degrees awarded each year with emphasis on STEM attainment, degrees earned within 100% of time-to-degree, and degrees awarded to students from under-represented populations.</td>
<td>In transition</td>
<td>State Council of Higher Education</td>
</tr>
</tbody>
</table>

Note: FY = fiscal year; FTE = full-time equivalent; STEM = science, technology, engineering, and mathematics.
financial aid, and conditioning it on maintaining some adequate level of academic performance, tends to have positive effects on student outcomes. Accelerating remediation efforts, and combining them with labor market information and other kinds of supports, would likely help as well (Bettinger, Boatman, and Long 2013).

While simply creating rewards to institutions and employers based on outcomes might be sufficient, the federal or state governments might also help by paying for some of these supports directly, or by helping to make them more easily available. For instance, high-quality career counseling might be more available to students at community colleges if the Job Centers (formerly known as One-Stop offices) funded by the U.S. Department of Labor were increasingly colocated with college campuses or if Job Centers increased the number of staff available to counsel students.

IMPLEMENTATION OF THE PROPOSAL

This proposal would be implemented by state legislatures in their ongoing budget processes. States would explicitly tie a specified share of two- and four-year college funding to the reported earnings of graduates in the five years following their graduation. In states with specialized labor force needs, state legislatures could also introduce additional funding criteria based on labor force outcomes in designated industries or occupations. Since many states are already tying subsidies to academic outcomes of students, this proposal would call for approximately half of all incentive payments to be based on the subsequent labor market outcomes of students, while the other half might continue to be based on academic outcomes.

The share of funding explicitly tied to employment (as well as academic) outcomes will vary by state. Existing state structures have varied considerably in this respect: Tennessee, for instance, is already transitioning to making student performance the entire basis of its higher education subsidies, while Texas bases just 10 percent of its funding on various educational measures. As recommended by the National Conference of State Legislatures, states may benefit from gradual implementation of their performance-based subsidies, with small but steady increases over time in the percentages of funding based on performance, as Maine is doing. States might also decide to implement these approaches to all new or additional funding above some base level, which Georgia, Mississippi, and Oklahoma appear to be doing.

Quality assurances should also be considered. For instance, it is crucial that the states, their local workforce boards, and their colleges carefully monitor the progress associated with these additional investments, by measuring the numbers of students that participate in these programs, as well as their educational and earnings outcomes. As noted below, states are increasingly generating the data needed to observe these outcomes; to measure the full scale of programs effects, however, data on student participation in occupational programs must also be included (Choitz 2013).

More broadly, the use of state labor market data to monitor employment growth across sectors (as well as job vacancy data to indicate where firms are having difficulty filling available jobs) might enable colleges to better target sectors in which demand remains somewhat unmet, and where investments in training would be most useful. Keeping track also of the full range of credentials achieved by workers, including those provided and recognized by employers and others, is important so that the supply of skills can be measured as well as the demand. Finally, states should also evaluate these programs regularly to see whether their impacts justify ongoing expenditures.

Although most of these subsidies to public colleges and participating employers will be financed by states, the federal government could help as well. For instance, the Obama administration plans to implement the last round of competitive grants in 2014 in its Trade Adjustment Assistance Community College to Career program, worth $500 million. It has already given out $1.5 billion in three previous rounds, with the funding going almost exclusively to individual community colleges or consortia of colleges in each state. There are plans to partner with specific high-demand and high-wage industries. In the last round, the administration will hopefully reward states directly that institute some of the performance measures described above, or offset some of the state financial supports for participating employers. In addition, the administration could use its Workforce Innovation Funds in the Department of Labor to encourage such state activities, or some of the new grants proposed in its FY 2015 budget (Office of Management and Budget 2014). It might also consider using some of these funds to offset additional expenses incurred by the states (or their colleges) in developing the new data systems and analysis that would be needed to implement these proposals, to prevent them from viewing these changes as something like an “unfunded mandate.”

EXPERIMENTING WITH INCENTIVES FOR EMPLOYERS

Another challenge that might limit the effectiveness of education or training aimed at high-demand sectors is the reluctance of employers to participate in partnerships with colleges and to hire their trainees, or to directly train more workers themselves.
Employer decisions on whether to train workers involve a set of considerations. As Gary Becker (1996) pointed out, employers have little incentive to invest in general training for workers who might leave at any time. If they question the quality of the workers’ basic skills, and their ability to handle technical material, they have even more reason to avoid such investments. Some employers provide such training mostly to their professional and managerial employees (Lerman, McKernan, and Riegg 2004). Many training models, such as apprenticeships and internships and other models of work-based learning, require less-educated workers to largely pay for general training out of their own wages.\(^5\)

To incent more private sector employers to engage in sectoral partnerships and provide employment and/or training to workers, states could offer tax credits or subsidies per employee hired or trained in this fashion. Though the evidence to date on tax credits for employers who hire or train workers is somewhat weak, experimentation by states could add to the available pool of knowledge about what works (or does not work) in this area.\(^6\)

How might such tax credits or subsidies be structured? Activities that cost employers more, such as direct provision of training to new hires (or incumbent workers), might require relatively higher subsidies, while simply hiring those trained by a local community college or other providers might require lower subsidies. Those who implement apprenticeship programs, or other models of work-based learning, might need some encouragement if some of the costs cannot be passed on to the worker or if administrative hurdles are posed. By limiting the subsidies to students with only a high school diploma or GED at the outset, states could more effectively target their lower-income populations with these policies without stigmatizing them as efforts for the poor only.

It is still unclear how large tax credits or subsidies should be to successfully encourage employer participation. But Hollenbeck (2008) reports that spending under $1,000 per worker in participating firms was sufficient to generate more incumbent worker training in Massachusetts. Holzer and Lerman (forthcoming) also report that South Carolina now offers employers $1,000 per apprentice, though we need more evidence on its impacts. Total costs can be further reduced, for example, by limiting such tax credits to employees with less than bachelor degrees in entry-level nonmanagerial jobs.

**EVIDENCE OF EFFECTIVENESS**

There is no doubt that improving the extent to which low-income students gain high-education credentials will raise their earnings. Rigorous evidence exists on the kinds of education and workforce development programs that have high completion rates and large impacts on the earnings of adults and youth who complete them, such as the sectoral programs mentioned above, where education providers work closely with employers to train workers for existing jobs.

Maguire et al. (2010) provide evidence from a randomized control trial study of three such programs: Jewish Vocational Services in Boston, which trains disadvantaged workers for careers in health care; Per Scholas in New York, which focuses heavily on IT services; and the Wisconsin Regional Training Partnership, which prepares trainees for jobs in construction, manufacturing, and other industries. In addition, Roder and Elliott (2012) used randomized control trial evidence to evaluate Year Up, a program that trains youth for jobs in IT and related industries.

All of these programs, which take roughly six months to complete, generated large impacts on earnings (of roughly $4,000 per year, or about 30 percent higher than earnings of the control groups) within two years of random assignment. Though some important questions remain about whether the impacts fade out over time (especially when workers change jobs and move across sectors as well as firms), and exactly who is served by these programs (some require at least a high school diploma or a GED), these impacts compare very favorably with other education or training programs (Holzer 2013). And, though the training providers in these programs were generally not community colleges, other well-known sectoral efforts (like Quest in San Antonio) rely more heavily on colleges to provide training.

Other evidence also shows large impacts on earnings from other approaches, including work-based learning (from apprenticeship or incumbent worker training). Some of this evidence is based on careful matching studies, rather than on randomized control trials, so they should be viewed as suggestive rather than conclusive, but they are encouraging nonetheless (Hollenbeck 2008, 2012; Reed et al. 2012). Even remediation programs in community colleges appear to be more successful when they integrate labor market information or skills training directly into the remedial classes, as has been done in the LaGuardia Community College’s GED Bridge program in New York and the Integrated Basic Education and Skills Training program in Washington state (Martin and Broadus 2013; Zeidenberg, Cho, and Jenkins 2010).

**COSTS AND BENEFITS**

Perhaps the most obvious private benefits for students who experience a better targeted public college curriculum are higher earnings and improved employment prospects. Jacobson, LaLonde, and Sullivan (2005) find that one year of technically oriented community college education raises...
earnings by 14 percent for men and 29 percent for women—at least for a sample of displaced workers. Similar impacts have been found for sectoral workplace training programs. As noted above, experimental studies of the impact of training programs showed wage increases of approximately 30 percent.

In addition, a host of social benefits can be attributed to improved college education and employee training. Higher earnings can move families out of poverty and reduce reliance on social safety net programs. Greater economic success among a local economy’s residents also stimulates economic activity and generates tax revenue. And, if the incentives are successful at inducing relatively greater labor market rewards among disadvantaged or minority populations, the states might value this outcome on equity grounds even though the rewards accrue mostly to private individuals. Finally, if public colleges tailor their curriculum to meet critical local labor market shortages—such as those for nurses—consumers of the targeted industry will benefit as well.

Better-tailoring public college curriculum potentially carries very little, or even zero, costs to states and higher education institutions. At least in theory it is possible that the incentives in state subsidies could be implemented with no net increase in costs to the colleges or the state by simply restructuring existing subsidies. But if teaching in the high-demand fields is also costlier to the colleges, due to higher teacher or equipment costs, then the average cost of instruction per credit hour to colleges will rise, which they might view as an unfunded mandate.

If so, how might states and their colleges respond to such higher costs? First, they could keep total costs constant by cutting expenditures on other services (in noninstructional costs), though this might be costly to college outcomes in other ways (Webber and Ehrenberg 2010). Second, they could reduce their instructional offerings and capacity in low-reward (in terms of the labor market) academic fields. Average student completion rates and labor market rewards to students may rise as a result of these changes even if the colleges offer fewer total credit hours of instruction per term to students enrolled there and fewer such enrollments over time. Third, to avoid these options, states may opt to modestly raise tuition costs, perhaps partially offsetting the burden that higher costs may impose on students by higher needs-based scholarship assistance. As noted earlier, the federal government might also provide some financial assistance to states making this transition to help them offset the higher costs they would likely incur.

Subsidies for workplace training could also be limited to modest sums. For instance, Hollenbeck (2008) reported that the sum of expenditures by all states providing incumbent worker training was under $1 billion per year before the Great Recession, and this sum financed incumbent worker training of 1.3 million workers nationally, though it is not clear how much of this training represents net impacts of the expenditures. An estimated expenditure of $2 billion a year nationally by federal and state governments could therefore be associated with the occupational training for as many as 2 million students or new workers in the short-run.

Questions and Concerns

Would colleges and universities have the administrative capacity and data to measure the subsequent labor market performance of their students?

This proposal would create very serious data needs for colleges in each state. But many states are now developing administrative data systems that link education and earnings records (Zinn and Van Kluenen 2014), so the data by which states could measure these earnings outcomes for graduates (as well as nongraduates) of each college are potentially available.7 Technical assistance from federal and state governments would help colleges follow their student earnings would be crucial here. The federal government might also incent local states in a region to merge their data systems, so that students who move out of state can be tracked as well.8 In many cases, the state and local workforce boards will have experience using the local earnings data, and can also help local colleges develop an infrastructure for routinely measuring the earnings of their graduates as well as their academic outcomes.

Won’t colleges have strong incentives to game the system in various ways, to improve their measured performance along the requisite dimensions?

Poorly designed performance measures for public programs can potentially generate unintended consequences.9 States do not want to encourage colleges to improve their outcomes through “cream-skimming” from their applicant pool, by raising entrance requirements, nor do they want to improve completion rates by lowering the bar for graduation. Specific rules prohibiting such practices plus careful monitoring to enforce them would be necessary to ensure that such manipulation is not used to improve the outcomes that generate rewards.

If states train too specifically for occupations or industries in high demand, what happens to students if they ultimately leave those fields, or when labor demand shifts over time to other sectors?

There is always some tension between providing workers with the specific skills they need for getting jobs in the targeted sector, and the more general skills they will need in the job...
market, especially if/when they leave the jobs they obtain with these skills and even cross into other sectors. To maintain longer-term earnings improvements, especially in dynamic labor markets where high-demand sectors today can become low-demand sectors tomorrow, workers must have at least some skills that are clearly general and portable. Certain approaches, like stackable credentials in the career pathways framework, explicitly aim to achieve this result. The colleges must also be encouraged to be nimble, and to adjust their offerings over time to labor market changes.

Won’t the workers who are trained in high-demand fields just displace other workers, who would otherwise have obtained the same jobs?

Economists have worried for some time that their estimates of training impacts for individuals might overstate the aggregate impact due to such displacement (Heckman, LaLonde, and Smith 1999). But evidence from simulations performed by Davidson and Woodbury (1990), in a paper estimating the size of displacements created by incentive bonuses for unemployment insurance recipients to accept employment earlier, find displacement effects that are relatively small. In the short run, with wages fixed, displacement could mean that jobs are rationed away from other workers toward those receiving a particular treatment. But in the longer run there is less cause for concern, as employers will presumably create more jobs in response to an outward shift in the supply of workers with the requisite skills (though perhaps along with some reduction in wages).

Conclusion

State and—and in some instances federal—policymakers should focus on improving the skills and earnings potential of poor youth and adults as an important multigenerational antipoverty initiative. The earnings of less-educated workers have greatly lagged behind those of more-educated workers in the past few decades. Although postsecondary education enrollment is up among all income levels, dropout rates are very high among low-income students, especially at community colleges and nonelite four-year colleges. Educational institutions should be incentivized to better guide students into the workforce and to concentrate the school curriculum on the skills valued or unmet in the local labor market.

Specifically, I propose that states partially base public college funding on graduates’ reported earnings five years following graduation and, where appropriate, on the colleges’ provision of courses that are especially important to the local economy. Rigorous research and evaluation of training programs have demonstrated that sectoral programs, with associated career pathways, can have the largest positive impacts on the subsequent earnings of disadvantaged workers. I propose to create incentives for more colleges to participate in these programs, along with technical assistance to help them do so. States might also experiment with incentives to encourage employers to participate in partnerships with community colleges or to directly hire and train more workers on their own.

Significant private and social benefits would accrue with carrying out the provisions of this proposal. Most notably, the nation would realize increased productivity, higher earnings, and better opportunity to find gainful employment. The higher earnings can move families out of poverty, reduce reliance on social safety programs, and raise local economies. On the revenue side, better-tailoring public college curriculum potentially carries very little, or even zero, costs.

Finally, the best preparation for low-income students in the long run will give them not only the specific skills they need for jobs in the targeted sectors, but also some general skills that are valued across firms and sectors. Developing curricula and pathways that maintain this balance should be a high priority as well.
Introduction

Millions of Americans cannot obtain jobs that pay enough to lift them out of poverty. For many, the principal barrier to obtaining these good jobs is their lack of specialized occupational skills increasingly sought by employers. Research has shown that vocational training can be effective in boosting the earnings of disadvantaged adult workers. This proposal argues that, by helping workers acquire the skills that employers demand, vocational training could be wielded as an effective antipoverty tool.

The 1998 Workforce Investment Act (WIA) Adult program is one of the most important sources of government-funded vocational training for disadvantaged workers—workers with both low levels of education and low levels of skills. Accessed through the American Job Center network, this program provides vocational training funds for adults aged eighteen or older who are determined to need, and be suitable for, vocational training, with priority of service given to low-income workers. Eligible workers are provided a voucher, known as an individual training account, that they can use to purchase training at any program as long as it is on a state-approved list of programs that includes courses at both community colleges and private training providers. The WIA Adult program, currently funded at about $800 million, serves more than one million workers annually. Funding for the WIA Adult program and other sources of vocational training has been declining over the past several decades. WIA was scheduled for congressional reauthorization in 2003, but more than ten years have passed without new legislation. In May 2014, policymakers announced that they reached a bipartisan deal to reauthorize WIA through new legislation, the Workforce Innovation and Opportunity Act.

This paper outlines why Congress should increase funding for vocational training for disadvantaged adult workers. Specifically, we argue that Congress should increase funding for the WIA Adult program. Decades of research on the effectiveness of vocational training of the type provided by the WIA Adult program, as well as an evaluation of the WIA Adult program itself, suggest that the program can be effective in increasing the employment and earnings of disadvantaged workers.

We also argue, however, that Congress, and the state and local workforce investment boards that administer the WIA Adult program, should explore ways to improve the vocational training that is available to adult disadvantaged workers. In particular, policymakers should focus on addressing two concerns about training programs: (1) too many people who start training programs do not complete them, and (2) too many people do not find a job in the occupation for which they are trained. We recommend experimentation with four evidence-
based approaches to address these concerns: (1) providing more guidance to workers so they make appropriate decisions about training, (2) investing in more services to support the workers while they are enrolled in a training program, (3) developing training programs that provide the skills demanded by employers, and (4) developing training programs that are more suited to the needs of disadvantaged adult trainees. In the absence of federal action on reauthorization to fund this experimentation, we encourage state and local workforce boards that oversee the American Job Centers to take advantage of grant opportunities to test the proposed strategies aimed at improving outcomes for trainees.

The Challenge

Low-skilled workers are much more likely to be unemployed and living in poverty than are more-skilled workers. In 2013 the unemployment rate was 11.4 percent among people twenty-five and older without a high school diploma, compared with 5.4 percent among those with an associate's degree (U.S. Bureau of Labor Statistics 2014). Similarly, in 2013 the median weekly earnings of people twenty-five and older with an associate's degree was more than 60 percent higher than those without a high school diploma ($777 compared with $472). Poverty rates are highest among people who are unemployed, do not work full time, or have low wages (Meyer and Wallace 2009).

The supply of skilled workers is not keeping up with the demand for them (Goldin and Katz 2012). Employers report shortages of workers with occupation-specific skills (Holzer et al. 2011). A recent survey of 2,000 U.S. companies found that 30 percent had been unable to fill skilled job positions for more than six months (Manyika et al. 2012).

Many low-income workers would not be able to access vocational training without assistance from government programs. Although the vast majority of vocational training in the United States is provided by employers (Mikelson and Nightingale 2004), employers are less likely to provide training for their lower-skilled positions, which tend to have higher rates of turnover (Lane 2000). Hypothetically, workers could pay for their own training, but many unemployed and low-skill workers do not have the financial resources or the ability to borrow to pay for training.

The United States does not currently invest heavily in vocational training compared with other countries, and funding for vocational training has declined over the past decades. Whereas the United States spends less than 0.05 percent of its gross domestic product on vocational training, other industrialized nations invest up to ten times as much (figure 9-1). Since 1985 the amount budgeted for key U.S. Department of Labor training programs has declined by about 20 percent in real terms.\textsuperscript{2}

Even among supporters of vocational training, there is legitimate concern that many people who start programs do not complete them. Within three years of enrollment in a community college, fewer than half of all enrollees have attained an associate's degree or vocational certificate, transferred to a four-year institution, or remain in college (Horn and Weco 2009). Only about 55 percent of the people who begin two-year colleges obtain either an associate's degree or a certificate (Holzer and Dunlap 2013). Analysis of data on training vouchers provided by the WIA Adult and Dislocated Worker programs found that only 64 percent of workers who enrolled in training programs at community colleges completed a training program within three years (Perez-Johnson, Moore, and Santillano 2011). Although the rate of completion for those enrolled in training at a private training provider was higher, about 15 percent of trainees still did not complete a training program within three years.

A second concern is that too many workers who complete training cannot subsequently find a job to use the acquired skills. A study of training vouchers provided through the WIA Adult and Dislocated Worker programs reported that only about 40 percent of the participants found employment in the occupation for which they received training (Perez-Johnson, Moore, and Santillano 2011). Similarly, a study of the Trade Adjustment Assistance program found that only 37 percent of people who participated in training funded by that program held a job in the occupation for which they were trained in the fourth year after they were initially laid off (Schochet et al. 2012). These statistics suggest that there is often a missing link between employers and training programs.

A New Approach

We propose five evidence-based recommendations to improve publicly funded vocational training. The first recommendation requires congressional support for additional funding for the WIA Adult program. While the other four recommendations could be congressionally mandated when WIA is reauthorized, they could also be implemented by the state or local workforce investment boards that administer the WIA Adult program even without reauthorization. Funding for these recommendations can be obtained from federal grants. For example, in 2012 the U.S. Department of Labor issued $147 million in grants from the Workforce Innovation Fund to states or local workforce investment boards to demonstrate and evaluate innovative,
Evidence-based approaches to improve the workforce system. Another $60 million for these grants is proposed in the president’s fiscal year 2015 budget. The Long-Term Unemployed Ready to Work Partnerships to be awarded this summer, or the Trade Adjustment Assistance Community College and Career Training grants—both funded by the U.S. Department of Labor—could also be used.

**RECOMMENDATION #1: CONGRESS SHOULD INCREASE FUNDING FOR THE WIA ADULT PROGRAM**

Multiple rigorous evaluations conducted over the past decades in Europe and the United States suggest that access to vocational training increases the employment and earnings of low-skilled adults (Bloom et al. 1993; Card, Kluve, and Weber 2010; Heinrich et al. 2013; Hollenbeck 2009). Low-skilled adults who receive training through these programs typically enroll in relatively short-term, inexpensive training programs. A typical program funded by the WIA Adult program lasts less than a year and costs between $3,000 and $6,000. While in training, participants earn less than they would if they were not in training; after they complete training, however, they earn more than they would if they had not participated in the training, and the gains are sustained over time (U.S. Government Accountability Office [GAO] 1996). One review of the evidence suggests that low-skilled workers can increase their earnings by between about $300 and $900 per quarter (Heinrich 2013). These gains are large and sustained enough that they are likely to cover the cost of the programs.

Even with the evidence of the effectiveness of training for disadvantaged workers, the budget for the WIA Adult program has declined markedly over the past decades. Between fiscal years 1998 and 2013, the budget for the WIA Adult program declined by 41 percent in real terms (figure 9-2). Anecdotally, many local workforce investment administrators report not providing training for eligible workers because their training funds run out.

We recommend that Congress reverse this decline in funding for vocational training and, more specifically, that it funnel the increased funding to the WIA Adult program. We recommend expansion of the WIA Adult program rather than other sources of training funding for three main reasons. First, that program has been shown, at least by a nonexperimental study, to increase the earnings...
of its participants (Heinrich et al. 2013). In contrast, studies of training for other populations have been less encouraging. For instance, a study of the WIA Dislocated Worker program, a program that is structured identically to the WIA Adult program but serves dislocated workers who have been laid off and are typically more skilled and experienced than the WIA Adult program participants, was found to be ineffective at increasing earnings (Heinrich et al. 2013). Other studies of training programs for dislocated workers have found either no evidence of positive impacts on earnings (Schochet et al. 2012) or impacts that are smaller than that for disadvantaged workers (Hollenbeck 2009). Second, because the WIA Adult program is offered through American Job Centers, workers can access other employment services and supports such as labor market information, job listings, and other services at the same time that they are being trained. Third, funding an established program rather than setting up a new program will avoid concerns voiced by the GAO and others about fragmenting employment and training services (GAO 2011).

RECOMMENDATION #2: THE WORKFORCE BOARDS SHOULD EXPERIMENT WITH PROVIDING STRUCTURED, DIRECTIVE GUIDANCE TO WORKERS WHO REQUEST TRAINING

When contemplating training, workers need to make complex decisions. They need to decide whether to undertake training, and, if so, what courses to take, and through which training provider. They may need to find child care or support for themselves and their families while they are in training. Workers may not have the information or analytical ability to make good decisions, which could result in incomplete training or in the acquisition of skills that are not in demand by employers.

A study of different approaches to providing training vouchers to trainees in the WIA Adult and Dislocated Worker programs found that WIA Adult program participants benefit from counseling (Perez-Johnson, Moore, and Santillano 2011). Those participants in the WIA Adult program who expressed interest in training and were required to discuss their training decision with an employment counselor earned on average $474 (about 8 percent) more per quarter six to eight years later as compared to program participants who were not required to discuss their training decision, but who were offered the same amount of training funds. The study also suggests that
such counseling should be mandated. When meeting with a counselor was not required to receive the voucher, only 4 percent of workers chose to do so.

We recommend that WIA Adult program participants be provided structured and directive counseling. By structured, we mean that counselors consistently cover the same set of topics with program participants. By directive, we mean that counselors guide program participants to a training option and have the authority to refuse funding for training decisions that they view as unwise. Currently, while most WIA training programs require workers to discuss their training choices with an American Job Center employment counselor before their funding is approved, typically this counseling is neither structured nor directive (D’Amico et al. 2004).

We propose that employment counselors consistently discuss with program participants the factors that influence the benefits and costs of training and the likelihood that the worker will complete the training. Counselors should also be empowered to not fund training that they deem unlikely to lead to success in the labor market. During their meetings with workers who request training, counselors will need to consistently conduct assessments to collect information about workers’ interests, basic skills, aptitudes, and transferrable skills. They should discuss barriers to employment, the type of training they seek, the providers they are considering, the number of additional years they expect to work, their training costs and budget, and their need for and potential sources of income support while participating in training. Information on possible earnings trajectories after participating in training should be discussed as well as the likelihood of obtaining a job with the training.

To facilitate this counseling, the programs should provide tools to help counselors and workers examine the anticipated benefits and costs of training. A complete suite of worksheets and counseling tools was developed (drawing from exemplars used in a wide range of programs) for a U.S. Department of Labor–sponsored study; that study is publicly available (Perez-Johnson, Moore, and Santillano 2011). Box 9-1 provides an example of an assessment tool that workers could use to explore occupations. Structured tools could help guide workers through the processes of program research, comparing program and provider options, estimating a training budget, and projecting income and expenses while participating in training. One tool could be similar to the training report card proposed in a prior Hamilton Project brief (Jacobson and LaLonde 2013). In addition to the factors in this report card, counselors should also help workers consider the amount they expect to earn once they complete training, what they could earn if they took a job instead of attending training, and the number of additional years they expect to work. This would help workers examine their expected returns to training.

To implement this recommendation, even without federal action, local workforce investment boards will need to invest in more counseling staff and in additional training and oversight of the staff, as well as in collecting and refining the tools. The study of individual training accounts found that, on average, counselors spent about seventy-five minutes with each program participant on her training decision when counseling was required but unstructured (Perez-Johnson, Moore, and Santillano 2011). We expect that more-structured counseling would require an additional thirty minutes per trainee. To minimize staff burden, some of the proposed activities could be delivered within group workshops.

To guide workers, counselors need accurate and timely information to understand the skills demanded by employers and the potential returns to different training paths. Two new data sources—Real Time Labor Market Information and linked administrative data—offer promising opportunities to enhance counselors’ understanding of local labor markets and increase their confidence in offering workers directive
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counseling. Real Time Labor Market Information uses information in online job postings to make inferences about labor market conditions. Providers of Real Time Labor Market Information use a daily Web crawler to scrape job postings from the Internet and aggregate this information to capture trends in employer demand, emerging occupations, and skill requirements (Vollman 2011). Real-time data provide a snapshot of the market and can reveal the extent of demand for a particular credential or the emergence of a new occupation. Counselors can use real-time data to understand their local labor markets and guide workers accordingly. Linked administrative data increasingly allows states and local areas to track the outcomes of workers who enroll in different training programs (Jacobson and LaLonde 2013). Federal grant funding awarded under the State Longitudinal Data System grants and the Workforce Data Quality Initiative grants have allowed states to make infrastructure investments to improve linkages between the workforce system, community colleges, and administrative earnings records. States need to take the next step to analyze these data and provide counselors and workers with information on the distribution of educational and employment outcomes for workers who enrolled in similar training programs.

RECOMMENDATION #3: WORKFORCE BOARDS SHOULD EXPERIMENT WITH PROVIDING MORE SUPPORTIVE SERVICES

An important barrier to low-income workers completing training is lack of financial assistance to cover child care, transportation, and basic needs (Goldrick-Rab and Sorenson 2010). Although the WIA Adult program and other programs at the American Job Centers can provide funds for supportive services, many trainees do not receive this help. We estimate that, of those who obtained training in the WIA Adult and Dislocated Worker programs, fewer than 40 percent received any support to pay for child care, transportation, tools, or uniforms (Perez-Johnson, Moore, and Santillano 2011).

The WIA Adult program could increase the value of its training vouchers, or individual training accounts, and allow the program participant to use the voucher to also cover supportive services to ease their participation in training. For example, in The Thumb Area Michigan Works! program, staff members determined all the programs for which a worker was eligible and consolidated the individual’s funding into one Tool Chest voucher (U.S. Department of Labor 2002). The individual could use this voucher for education, training, or any other services that were consistent with the funding sources and approved by a staff member at the American Job Center. The consolidation relieved the worker from applying to multiple programs and allowed use of the voucher for a wider range of purposes and at a wider set of vendors. This approach is promising, and we recommend that it be rigorously evaluated.

RECOMMENDATION #4: WORKFORCE BOARDS SHOULD EXPLORE DEVELOPING TRAINING PROGRAMS IN PARTNERSHIPS WITH EMPLOYERS

One of the most promising new vocational training programs for low-skill adults strengthens this link between training and employers’ needs (Maguire et al. 2010; Richburg-Hayes 2008; Woolsey and Groves 2010). Sector-based programs focus on a particular industry (such as health care, manufacturing, or information technology) and engage with employers in that sector. Using both labor market statistics and information collected directly from employers, the programs identify the skills that employers need. Training providers and employers work collaboratively to develop training curricula tailored to specific job opportunities; training providers carefully screen applicants to ensure that matches with the targeted occupation are appropriate. When trainees complete the program, they receive a credential that employers recognize. In addition, the programs develop strong relationships with employers to help quickly match workers who complete their training with available job vacancies.

Evaluations of sector-based programs have yielded promising results. A study of three relatively mature, sector-based programs estimated that participants earned about $4,500 (18 percent) more over the two years after they had enrolled in the study than similar workers who did not participate in the program (Maguire et al. 2010). Importantly, significant earnings gains were estimated for program participants with diverse characteristics—including men, women, African Americans, Latinos, immigrants, people who were formerly incarcerated, welfare recipients, and young adults. This suggests that sectoral programs could be an appealing training option for a wide range of low-skilled workers and could be accessed by WIA Adult program participants using the individual training account vouchers in the same way that they access other training programs. Box 9-2 describes one of the sector-based programs found to be successful.

Sector-based training programs require significant up-front investment to develop and refine. Individual training providers and employers may be unlikely to make the investment, especially with uncertainty about whether public funding would be available to pay for the training. The state and local workforce boards should be willing to invest in developing the necessary partnerships between employers and training providers and to assist in designing the programs. They could involve intermediaries to develop the partnerships. One sector-based program found to be effective was developed by the Wisconsin Regional Training Partnership, a nonprofit
organization (Maguire et al. 2010). The U.S. Department of Labor has announced the availability of $150 million in grants under its Long-term Unemployed H-1B Ready to Work Partnerships grant program to fund the development of partnerships between employers, nonprofit organizations, and workforce investment boards to develop innovative sectoral training programs for the long-term unemployed. Grants that could be released under the U.S. Department of Labor’s Workforce Innovation Fund could also be used for this purpose.

RECOMMENDATION #5: WORKFORCE BOARDS SHOULD EXPLORE PARTNERING WITH TRAINING PROVIDERS TO DEVELOP TRAINING PROGRAMS MORE SUITED TO THE NEEDS OF ADULT TRAINEES

Some of the factors that make participating in training difficult for adult disadvantaged workers may be ameliorated by three types of changes in the structure of training programs: (1) providing a flexible schedule for course offerings, (2) providing basic skills training at the same time as vocational skills, and (3) providing training in more discreet, stackable modules.

Providing courses more frequently and in the evenings as well as during the day would make it easier for workers to work or care for dependents while in training. Waiting for the beginning of a semester at a community college can significantly increase the length of time before training can begin and hence the cost of participating in training in terms of forgone earnings. Online training courses can also accommodate the need for more flexibility.

Lack of math and reading skills is often a barrier to accessing and completing training programs. Typically, the WIA Adult program requires workers to take basic education courses before they begin a vocational training program. An alternative approach that has been found to be promising is to integrate the teaching of basic and vocational skills into the same course. This provides a context for learning the basic skills and reduces the length of time taken to acquire the vocational skills. Washington state has implemented an Integrated Basic Education and Skills Training program for some occupations throughout its community and technical colleges. A study of that program found that it increased the probability the trainee earned a certificate or degree and improved other educational outcomes, but did not increase earnings (Zeidenberg, Cho, and Jenkins 2010). The findings were positive enough for this program model to have been replicated in other community colleges, and it merits further study.

As much as possible, training should be divided into multiple discrete courses that build on each other. For example, a two-year course that serves as a means to an occupational credential is better provided as a series of four separate sequential courses, each one providing an interim credential and building on the skills taught in the prior course. This approach avoids trainees participating in programs that teach skills that they already possess or do not need. It also provides more flexibility in when the courses are taken and provides some interim credentials to workers who may not be able to complete the full sequence of courses. Many of the career pathways programs identify sequences of courses to generate credentials that will lead to sufficient skills for an occupation. For example, a program could provide a series of instruction modules that prepare students for certification in progressively higher-paying health-care occupations—certified nursing assistant, patient care technician, and licensed practical nurse (Fein 2012).
While these approaches seem promising, we do not yet have rigorous evidence of their effectiveness. The Departments of Labor and Education have allocated $2 billion in grant funds to community colleges through the Trade Adjustment Assistance Community College and Career Training grant program to facilitate open or rolling enrollment and to structure training programs to facilitate training while working. Many community colleges are conducting evaluations of their reform efforts; hopefully, these evaluations will provide strong evidence on approaches that could be adopted more broadly.

**COSTS AND BENEFITS**

The main benefit of our proposal to increase public investments in vocational training is an expansion in the number of low-income individuals who participate in training and experience earnings gains once they finish training. The size of the benefits from increased earnings depends on the persistence of the earnings increase. While research evidence is not conclusive on how long the increased earnings from training persist, a study of multiple programs in the United States and Europe found that the impacts of vocational training on earnings over two to three years are on average larger than the impacts over one year (Card, Kluve, and Weber 2010), suggesting the benefits from training last for several years at least. In addition to the benefit of increased earnings for the trainees, the government also benefits from the increased tax payments and reduced use of public assistance (such as Temporary Assistance for Needy Families [TANF], Supplemental Nutrition Assistance Program [SNAP, formerly Food Stamps], and unemployment insurance [UI]) that accompany trainees’ increased earnings. The main cost of vocational training is the amount the government pays for the training program. The opportunity cost of the time spent in training—that is, if the trainees were not in the program, they may be working and earning money—should also be considered as a cost, however.

On average, training is likely to be a sound investment for low-income disadvantaged workers. As discussed above, evidence suggests that earnings may increase by between $300 and $900 per quarter from participation in the WIA Adult program. Assuming earnings increased by $600 per quarter (the middle of the range suggested by research), that the forgone earnings are small (which is likely for low-skilled adults), and that the impacts on earnings persist for about three years, the benefits from training programs that cost less than $5,000 (which many do) would likely exceed their cost.

While training is cost-effective for the average disadvantaged worker, it may not be for all disadvantaged workers. This is because the expected benefits of training compared to its costs—the return on investment—can vary depending on the experiences, skills, and other characteristics of the workers. Workers with many barriers to employment are at high risk of not completing the training and of not being able to find and retain a job after training. Resources for those workers may be better spent on addressing their employment barriers directly and providing job readiness training and assistance with job search, retention, and advancement. For other workers with more skills, the increased earnings from participating in training may not offset the cost of the earnings forgone while participating in training. In this case, training would not be cost-effective even for the trainees. Our recommendation is that employment counselors in the WIA Adult program assess the suitability of training and provide training only to workers for whom the expected benefits exceed the costs.

The other recommendations in this memo—providing guidance on the type of training, providing more supportive services, partnering with employers, and developing training more-suited to the needs of adult workers—still need to be evaluated. These evaluations should examine not only whether the interventions are effective in increasing retention in programs and the earnings of trainees, but also whether the total benefits—in terms of increased earnings, reduced use of public assistance, and increased taxes—exceed the total costs of these programs.

**Questions and Concerns**

Are you suggesting that funding for disadvantaged workers be increased at the expense of dislocated workers?

While studies of the effectiveness of training for low-skilled, inexperienced workers consistently show that it is effective, studies of the effectiveness of training programs for dislocated workers are less encouraging. Some dislocated workers can obtain earnings gains from participating in training that are large enough to offset the cost of that training, but the evidence suggests that, on average, this is not the case. A recent evaluation of the Trade Adjustment Assistance program also finds that even when dislocated workers are offered longer-term training programs, on average, workers would have been better off finding a job rather than investing in training (Schochet et al. 2012). Synthesizing the evidence from several multistate, matched comparison-group studies, Hollenbeck (2009) concludes that the return to WIA-funded training is lower for dislocated workers than it is for other training recipients. A study of older dislocated workers in the Washington state found that attending community college increased earnings, but that the return was lower for these workers than was the return for younger workers (Jacobson LaLonde, and Sullivan 2005). Given limited training funds, it
is better that they be targeted to those workers for whom the return is greatest.

Policymakers, however, should not ignore dislocated workers who, even though they typically have more resources than disadvantaged workers, are still at risk of sliding into poverty because of their longer unemployment spells and inability to secure jobs that pay as much as they had earned before. Training may still be appropriate for some dislocated workers, especially for younger dislocated workers who have a longer time to reap the benefits from training. Programs, however, should be more selective about which dislocated workers are encouraged to pursue training. Findings from previous evaluations also suggest that there are other program refinements—including providing career assessments and minimizing time to enter training—that merit testing (Berk 2012). For those dislocated workers who are unlikely to benefit from training, alternatives to training should be developed and rigorously evaluated.

What do you recommend for vocational training programs for youth?

The evidence on training for disadvantaged youth suggests that to be effective, the programs need to be intensive. The most disadvantaged youth face myriad challenges other than lack of occupational skills, such as low literacy, the need to learn English as a second language, involvement in the criminal justice system, or substance abuse; some also face the challenges of pregnancy or parenting. Successful training programs for youth need to address these challenges. We have robust evidence that Job Corps, the largest federally funded program for youth, is effective (Schochet, Burghardt, and McConnell 2008). In contrast to participants in Job Corps, youth who participated in the Job Training Partnership Act of 1982 programs, which were found to be ineffective, typically attended the program part time and for only three to four months (Kemple, Doolittle, and Wallace 1993). Effective programs are likely to be expensive—it costs an average of $16,500 for a youth to attend Job Corps.

Notably, the residential component of youth programs like Job Corps is likely to be important for two reasons. First, it removes youth from the environment in which they were not succeeding. When asked about the benefits of moving away from home to a center, Job Corps participants talked about the negative influences of their peers in their home neighborhoods and their relief from family obligations (Johnson et al. 1999). Second, a residential program provides more time to address youth’s challenges—Job Corps provides structure and supervision for most of the youth’s day. Moreover, maintaining regular attendance is easier in residential programs—there is no commute and there are fewer distractions. While the residential component of a program may be important, not all youth can or want to move away from home. Findings from an ongoing study of YouthBuild, a nonresidential program with many of the elements of Job Corps, will provide more evidence on this issue.

Conclusion

This paper has suggested policy changes to increase and improve publicly funded vocational training. Yet many questions remain about effective vocational training strategies. How can we increase the likelihood that a trainee completes the training program? How can we ensure that trainees find jobs in the occupations to which they have been trained? How can we identify who will benefit from training and who will not? To address these questions, we need to embark on a policy agenda that involves an ongoing cycle of developing new programs that are informed by the lessons already learned, evaluating these new programs, changing them in response to the findings, and then testing again. Only then will we be able to identify a full suite of training programs that can significantly reduce the number of vulnerable American workers who, because they lack the necessary skills, fall into long-term poverty.
Section 4.

Improving Safety Net and Work Support
Introduction

Economic self-sufficiency through labor market work for low-income families, especially those headed by a single mother, formed a fundamental tenet of both the 1993 expansion in the Earned Income Tax Credit (EITC) and the 1996 Personal Responsibility and Work Opportunity Reconciliation Act (aka welfare reform). While both reforms have been credited with expanding employment of single mothers in the years immediately following implementation (Grogger 2003; Meyer and Rosenbaum 2001), employment rates of mothers with dependent children have been on a steady decline over the past decade, leaving many families unable to make ends meet (Blank and Kovak 2008; Bollinger, Gonzalez, and Ziliak 2009; Fox et al. 2013).

A key financial challenge facing these families is finding affordable child care. In 2012 the average annual cost for full-day, center-based care of an infant ranged from $4,850 in Mississippi to $16,450 in Massachusetts; for care of a four-year-old, the cross-state range was $4,300 to $12,350 (Child Care Aware of America 2013). As a fraction of average annual earnings among single mothers with children under the age of five, child-care costs amount to over one-fourth of earnings in Mississippi and over one-third of earnings in Massachusetts. Evidence suggests that children do better in model, center-based care than in informal, home-based care on a host of cognitive and noncognitive measures (Bernal and Keane 2011; Blau and Currie 2006; Morris et al. 2009), and that women respond to reductions in effective child-care prices by increasing their participation in the labor force (Baum 2002; Berger and Black 1992; Kimmel 1995; Tekin 2007).

This policy memo introduces a way to restructure an existing federal child-care tax credit to better incentivize work and improve the financial and child well-being for low-income families. Specifically, I propose converting the Child and Dependent Care Credit (CDCC) from a nonrefundable credit—a credit that cannot exceed the income taxes owed by a family—to a refundable credit—one that can result in a net gain after taxes—that is targeted to low- and middle-income families. Because current law does not limit eligibility for the CDCC based on income, the majority of tax expenditures are spent on those families with annual incomes between $100,000 and $200,000 (Maag 2013). I propose capping eligibility at $70,000 and making the credit a progressive function of income, the age of the child (ages zero to four versus five to twelve), and utilization of certified, licensed care facilities. These reforms, to be implemented at the federal level, will make labor market work more attractive to low-income families by providing much-needed financial relief from the high cost of child care. In addition, by reducing the out-of-pocket cost of care for low-income workers, the reformed credit will enable more families to place children in formal instead of informal care settings.

The Challenge

The fact that mothers are deterred from working in the labor market because of costly child-care options runs counter to
the national goal of economic self-sufficiency. To fix ideas on the evolution of employment in recent decades, figure 10-1 depicts employment rates of single and married mothers (by the education level of single mothers) with dependent children under the age of thirteen. This age range of children is selected because the presence of children under the age of thirteen is a requirement for two of the three major federal child-care assistance programs.2 The data are drawn from the 1981–2013 Annual Social and Economic Supplement of the Current Population Survey, and employment refers to any reported paid work in the prior year. The huge surge in employment rates in the 1990s—which occurred coincident with the expansion of the EITC, the strong economy, and welfare reform—is most evident among single mothers with a high school education or less, and among those never married (of any education level). What is also striking in figure 10-1 is the secular decline in employment after 1999 and the relative absence of a cyclical effect even in the face of the Great Recession of 2007–2009. Employment rates in 2012 are about 10 percentage points lower than in 1999 for each group of single mothers, and about 7 percentage points lower for married mothers. In results not depicted, employment trends of mothers living in families with incomes below twice the poverty level are quite similar.

However, in a remarkable turn, the level of employment of poor and near-poor married women was lower in 2012 than it was in 1980.

Figure 10-2 presents a more disaggregated look at the employment status of single mothers with children under the age of thirteen by examining part-time and full-time work. The figure shows that, starting in the late 1980s, a plurality of single mothers were employed year-round and full-time, rising to 52 percent in 2000, but then falling steadily to 42 percent by 2012. In the past decade, the decline in full-time work (both full-year and part-year) has been mostly filled by an increase in the share not in the labor force (NILF), and to a lesser extent by an increase in full-year, part-time work. Since 2000 there has also been an increase in the fraction of married mothers with children under the age of thirteen not in the labor force; this mostly coincides with a decline in the fraction of married mothers working part-year, including those working both full-time and part-time.

The past decade has witnessed a significant shift away from employment among mothers, whether single or married, that was particularly pronounced among the less skilled and those with family incomes below twice the poverty level. While a
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**FIGURE 10-1.** Employment Rate of Women with Children under Age 13, by Marital Status and Education

Sources: U.S. Census Bureau various years; author’s calculations.

full analysis of the reasons behind the decline in employment is beyond the scope of this paper, the high cost of child care, combined with stagnant real wages and other factors, might be a contributing factor. Table 10-1 presents median out-of-pocket child-care costs, the interquartile range of costs (75th percentile less 25th percentile), median family earnings, and median family income for working mothers pooled across the 2012 and 2013 waves of the Current Population Survey. The table shows that even though the median out-of-pocket costs for child care among married mothers is about 80 percent higher than for single mothers, family earnings (mother plus spouse) of working married women are four times higher; as a fraction of earnings, the burden on single mothers is substantially higher at roughly 16 percent and 11 percent for those with children under age five and under age thirteen, respectively.

Figure 10-3 highlights the cross-state variation in the ratio of median out-of-pocket child-care costs to median earnings of single mothers with children under age five. The figure makes clear that the burden of child care is quite high in some states. At the median, child-care costs range from 6 percent of earnings in Alaska to 28 percent in Delaware, with twelve states clocking ratios of child care to earnings in excess of 20 percent. Note that these estimates are for any out-of-pocket child-care expenses and that if we were to limit the sample to only center-based child care, these ratios would be significantly higher.

A New Approach

A restructured Child and Dependent Care Credit (CDCC) could encourage greater economic self-sufficiency and improve the economic well-being of low-income families. The federal government currently provides direct assistance for child-care expenses through a nonrefundable tax credit (CDCC), block grants to states (Child Care and Development Block Grant [CCDBG], and Temporary Assistance to Needy Families [TANF]), and flexible spending accounts. Indirect support for child-related expenses is provided through the nonrefundable Child Tax Credit (CTC), and the partially refundable Additional Child Tax Credit (ACTC). After briefly summarizing current programs, I offer a new approach for funding child care that could boost employment and subsidize families to secure quality center-based care.
Proposal 10: Supporting Low-Income Workers through Refundable Child-Care Credits

CURRENT PROGRAMS

Child and Dependent Care Credit (CDCC)

The CDCC, established in 1976, is the oldest of the U.S. tax code credits related to child care. This nonrefundable credit covers qualifying child-care expenses of working parents with children under the age of thirteen. The parent(s) must have earned income and/or net positive self-employment income. For married couples filing jointly, one spouse may be considered having earned income if he or she is a full-time student or disabled; the family may not claim child-care expenses in excess of the lower of the two spouses’ earnings. The credit is worth 35 percent of qualifying expenses (capped at $3,000 for one child and $6,000 for two or more children) for families with adjusted gross income (AGI) under $15,000. As such, the maximum credit is $1,050 for one child and $2,100 for two or more children. The credit rate is lowered by 1 percentage point for each $2,000 of AGI above $15,000 until it plateaus at a 20 percent rate for income above $43,000. There is no income cap for eligibility, and because it is nonrefundable, the credit affects only filers with a positive pre-credit tax liability. Therefore, many EITC recipients do not qualify for the current CDCC. The Urban–Brookings Tax Policy Center estimated that in 2013 the largest average benefits of the CDCC accrued to families with annual incomes between $100,000 and $200,000 (Maag 2013).

Child Care and Development Fund (CCDF) and Temporary Assistance to Needy Families (TANF)

The 1996 welfare reform law expanded and consolidated the discretionary child-care funding in the CCDBG of 1990 with mandatory child-care funding in Section 418 of the Social Security Act. The CCDF, formed by welfare reform, allocates funds to states to help low- and moderate-income families pay for child care, and also establishes state law and licensing for child care. In fiscal year (FY) 2012, about $5.2 billion was allocated to CCDF: $2.3 billion in discretionary CCDBG funds and $2.9 billion in mandatory Section 418 funds (Congressional Research Service 2012). In addition, states may transfer up to 30 percent of their TANF grant to CCDF, and may also directly spend TANF funds on child care. In FY2012, states transferred about $1.36 billion to CCDF, and spent about $1.23 billion directly out of TANF on child care. Moreover, states spent about $2.4 billion of their own funds on child care, financed out of Maintenance of Effort requirements for TANF, and/or Separate State Program funds, bringing total federal and state spending in FY2012 to about $10.2 billion (U.S. Department of Health and Human Services [DHHS] 2012).

To be eligible for CCDF assistance, children must be under age thirteen and living with parents who must be working, in school, or in protective services. Federal law limits eligibility to those families with incomes less than 85 percent of state median income. However, states have the option to impose lower limits, and in fact, in 2012 the median eligibility rate was substantially lower at 54 percent of state median income. Child-care assistance via CCDF and TANF is not an entitlement, and in FY2012 twenty-two states either had active waiting lists or had frozen intake (Schulman and Blank 2013). Estimates show that in FY2009 only one in six children

<table>
<thead>
<tr>
<th>Table 10-1. Out-of-Pocket Child-Care Costs, Earnings, and Income of Families with Working Mothers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single, child under age 5</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Median out-of-pocket child-care costs $3,000</td>
</tr>
<tr>
<td>Median family earnings $19,200</td>
</tr>
<tr>
<td>Median family income $22,000</td>
</tr>
<tr>
<td>Median out-of-pocket child-care costs as percent of median family earnings 15.6%</td>
</tr>
<tr>
<td>Interquartile range of out-of-pocket child-care costs $4,400</td>
</tr>
</tbody>
</table>

Sources: U.S. Census Bureau various years; author’s calculations.
Note: The interquartile range is the difference between the 75th percentile of out-of-pocket child-care costs and the 25th percentile of out-of-pocket child-care costs. Data are derived from the Current Population Survey and are pooled across the 2012 and 2013 waves.
eligible for CCDF or TANF child care received assistance (DHHS 2013).

**Flexible Spending Accounts (FSAs)**

FSAs allow workers to set aside a share of pretax income for designated purposes—including medical costs, transportation, and dependent care. Dependent care FSAs allow workers to set aside up to $5,000 annually to pay qualified dependent care costs. Contributions to these accounts are not subject to income or payroll taxes. Married taxpayers must both be working to take advantage of the deduction. Eligible expenses for child care are subject to several limitations, such as the following: Child-care expenses are limited to those for dependent children younger than thirteen. Any given expense cannot be paid through FSA funds and be claimed for the CDCC. Unspent funds are forfeited at the end of the plan year.

**Child Tax Credit (CTC)**

The CTC was established to partially offset the costs of raising a child as part of the Taxpayer Relief Act of 1997; as of FY2012, the CTC provided a credit worth up to $1,000 per qualifying child under the age of seventeen. In general, the CTC is not refundable, but if earnings exceed $3,000 or the family has three or more qualifying children, it is possible for the filer to qualify for the ACTC, which is refundable. If the value of the CTC exceeds federal tax liability, then a refund not to exceed 15 percent of earnings above the $3,000 threshold can be received as the ACTC. The Urban–Brookings Tax Policy Center estimated that in 2013, 38 million families claimed credits totaling nearly $60 billion, but only 13 percent of benefits went to the bottom income quintile; about 77 percent of benefits accrued to the middle quintiles, and 10 percent went to the top quintile (Maag and Carasso 2013). The CTC is phased out starting at earnings of $110,000 for married couples filing jointly ($75,000 for head
of household), and is eliminated at earnings above $150,000. The lower threshold of $3,000 expires after the 2017 tax year, when it will return to its pre-2001 tax reform level (over $13,000 in 2013); thus, it will no longer offer assistance to families with very low incomes.

**PROPOSAL: A REFUNDABLE CHILD AND DEPENDENT CARE CREDIT**

Although the federal government is actively involved in the provision of child-care assistance, two of the programs are poorly targeted—the CDCC and CTC—and the one that is targeted to low-income families (CCDF) leaves an overwhelming majority of those eligible for care uncovered. In a marked difference, the EITC is very target efficient and is proven to be a highly successful prowork, antipoverty policy tool. A virtue of the EITC is that, as a cash refund to taxpayers, the taxpayer can spend the money flexibly to meet a host of needs. A case could also be made to supplement the EITC with a targeted assistance program like a child-care credit. Workers with dependent children use child care in tandem with labor-market work, and thus a child-care credit can improve the efficiency of the tax system by lowering some of the disincentives to work from high marginal tax rates (Currie and Gahvari 2008). A survey of the literature on the employment effects of subsidized care suggests that a 10 percent reduction in the price of child care will increase employment of single mothers by 3 to 4 percent and of married mothers by 5 to 6 percent (Ziliak, Hokayem, and Hardy 2008).

Another upside of a targeted child-care credit is that a directed credit ensures that the money is spent on child care. Many low-income working families have insufficient resources to invest in quality child care, and thus resort to lower-quality, but less-expensive, informal care, often relying on friends, family, and others. Research has shown that children in high-quality centers experience both short- and long-term benefits compared to children in informal care settings, ranging from better test scores in the short run to reduced grade retention rates, higher graduation rates, higher earnings, and reduced criminal activity in the long run (Bernal and Keane 2011; Blau and Currie 2006; Heckman, Stixrud, and Urzua 2006; Morris et al. 2009).

A reform that will spur employment among low-income parents, and also expand opportunities for families to place their children in quality, center-based care, is to convert the CDCC from a nonrefundable credit with no income limit to a refundable credit that is targeted to low-income working families. Building off current tax law, I propose the following changes to the CDCC (summarized in table 10-2):

- Convert to refundable credit
- Convert to child age-dependent credit rate
- Place income limit on credit
- Vary by type of child-care provider

For children under the age of five with family AGI of less than or equal to $25,000, I propose a 100 percent refundable credit up to $4,000 in qualifying expenses for the first child in a licensed facility, with a maximum allowable expense of $6,000 for two or more children. The credit rate declines by 10 percentage points for each additional $5,000 in AGI, and is phased out for AGI above $70,000. For children between the ages of five and twelve, the rate is 70 percent for families with AGI below $25,000, declines by 7 percentage points for each additional $5,000 in AGI above $25,000, and is zero for AGI above $70,000. The base of qualifying expenses is the same. Like the current CDCC, the dollar amount of the credit applies to that portion of AGI received from earnings as defined in Form 2441.

In an effort to steer children to licensed, center-based child-care facilities, the credit rate is double that available to those families choosing unlicensed or informal care settings. Making the credit twice as valuable for licensed care is justified because of the high expense of this type of care, as well as the evidence pointing to the child-development benefits of center-based care (note, however, that not all licensed care is in a center). At the same time, allowing the refundable credit for those utilizing unlicensed care facilities acknowledges the fact that many low-income mothers work nonstandard shifts—nights and weekends—when formal care facilities are less readily available. The current Form 2441 used for the CDCC requires the filer to report the name, address, employer identification (or Social Security number), and amount paid for care. The refundable CDCC would also require this information; because licensing of centers is already a function carried out by states, a registry of licensed facilities could be linked to IRS records with this form to verify claims for the licensed- versus unlicensed-care credit amount.²

Because child care is generally paid weekly or monthly, and since many low-income families are liquidity constrained, receiving the credit in advance—the Advance CDCC (ACDCC)—should be made optional for claimants. Until 2010, taxpayers had the option of receiving the EITC throughout the year in their paychecks (Advance EITC). However, the experience with the Advance EITC is generally considered a failure because fewer than 3 percent of recipients opted for the advance payment, and those that did frequently made mistakes (Government Accountability Office 2007).

Research suggests that EITC recipients prefer to receive the credit as a lump sum, and want to avoid situations where they receive too large a credit during the year and then are forced
to repay the IRS on April 15 (Romich and Weisner 2000). This makes sense when the mental accounting of the EITC is to apply it toward paying off debt or to make a down payment (Gao, Kaushal, and Waldfogel 2009; Smeeding, Ross Phillips, and O’Connor 2000). However, with regular child-care expenses, the ACDCC seems more likely to be used, and more akin to Supplemental Nutrition Assistance Program (SNAP) benefits—formerly known as the Food Stamp Program—that are received monthly.

The issue then is how to design the ACDCC with greater success than the Advance EITC. New Zealand, for example, direct deposits advance tax credits in the recipient's bank account each week (or every two weeks, or annually, depending on the recipient's pay period), and any overpayment is balanced by a subsequent payback schedule for the recipient. Generally, the payback is not lump-sum unless the taxpayer does not report the overpayment until his or her submission of the end-of-year tax return. The United Kingdom offers something similar. A possible structure for the ACDCC, should the taxpayer elect to receive it, is to cap the advance portion at 50 percent of the total prior-year credit and to deposit it in equal monthly installments. At the time of tax filing the credit amount (under or overclaim) can be reconciled. Capping it at 50 percent should reduce the incidence of overclaiming, while also providing needed assistance throughout the year.

### COSTS AND BENEFITS

There are three primary benefits of a refundable CDCC. First, by offsetting the costs of child care, the reformed CDCC would encourage greater labor force participation by working parents. This higher labor supply would benefit affected

### TABLE 10-2.

<table>
<thead>
<tr>
<th>Schedule for Refundable Child and Dependent Care Credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGI ≤ $25,000</td>
</tr>
<tr>
<td><strong>Licensed facility rates</strong></td>
</tr>
<tr>
<td><strong>Children under age 5</strong></td>
</tr>
<tr>
<td>Credit rate</td>
</tr>
<tr>
<td>Credit base</td>
</tr>
<tr>
<td>Refundable</td>
</tr>
<tr>
<td><strong>Children ages 5 to 12</strong></td>
</tr>
<tr>
<td>Credit rate</td>
</tr>
<tr>
<td>Credit base</td>
</tr>
<tr>
<td>Refundable</td>
</tr>
<tr>
<td><strong>Unlicensed facility rates</strong></td>
</tr>
<tr>
<td><strong>Children under age 5</strong></td>
</tr>
<tr>
<td>Credit rate</td>
</tr>
<tr>
<td>Credit base</td>
</tr>
<tr>
<td>Refundable</td>
</tr>
<tr>
<td><strong>Children ages 5 to 12</strong></td>
</tr>
<tr>
<td>Credit rate</td>
</tr>
<tr>
<td>Credit base</td>
</tr>
<tr>
<td>Refundable</td>
</tr>
</tbody>
</table>

Note: pp = percentage points.
families and increase our nation’s productive capacity. Second, the expanded credit would increase the disposable income of working families, leading to more resources and improved well-being for households with children. Third, subsidized child care would allow more working parents to move their children from informal care arrangements into higher-quality center-based care.

On the cost side, it is important to acknowledge that not all groups are held harmless by this proposal. Namely, families making greater than $70,000 would lose eligibility for the CDCC, which will require those families to bear a slightly higher tax burden. Moreover, shifting the nonrefundable credit that currently benefits high-income families to a refundable credit that benefits low- and middle-income families could reduce labor effort among upper-middle-income families. Any such effect is likely to be minimal because the current maximum nonrefundable credit—$600 for one child and $1,200 for two or more children—represents a small share of income for high-income workers and, as such, is unlikely to be a decisive factor in their labor supply decisions.

An additional potential cost comes from the possibility that the phase-out range of the refundable CCDC will create additional disincentives to work. In particular, the phase-out tax rates of 10.0 percent and 7.5 percent depending on the age of the child (5.0 percent and 3.5 percent for unlicensed care) will overlap with the phase-out rates of the EITC (16.0 percent for one child and 21.1 percent for two or more children). Research by Eissa and Hoynes (2004) suggests that any reduced labor supply response will most likely come from the work decisions of married women—whether to work and how many hours—but the effects are modest. A recent proposal by Kearney and Turner (2013) to provide a secondary-earner tax deduction for earnings up to $60,000, if enacted, is likely to mitigate any disincentive from the refundable CDCC among low- and middle-income married couples.

In terms of tax revenue cost to the government, because the proposed policy would couple the refundability of the credit with an income limit on eligibility, the lost tax revenue associated with this proposal is likely to be modest. Still, even considering that the expanded credit could lead to some tax revenue loss, the benefits of the proposed reform outweigh the costs. A sizable child-care subsidy for low- and middle-income working parents will increase the work efforts and the returns to work for low- and moderate-income families. It will make the U.S. tax code more progressive in a way that will likely have no discernible work disincentives for higher-earning individuals.

Questions and Concerns

Why create a new refundable credit in lieu of expanding the CTC and/or EITC?

A credit that can be used flexibly like the CTC and the EITC is generally favored by economists, and the refundable CDCC is more administratively burdensome because of the need to track expenses, and to track whether the provider is licensed. However, as discussed previously, the evidence suggests that the EITC is not spent directly on the child, and there is no evidence on how the CTC is spent. There is some limited evidence that the expanded generosity of the EITC could lead to improvements in children’s math and reading achievement, but the mechanisms are as yet unknown (Dahl and Lochner 2012). If a key goal is to focus policy on boosting employment and early childhood development, then a targeted child-care credit makes sense, and in fact, would be more target efficient in achieving those dual goals than expanding the CTC or EITC. Moreover, while the proposed credit is dedicated to child care only, it maintains a high degree of consumer sovereignty akin to the EITC in that the credit can be received across a host of providers—public, private, licensed, and unlicensed.

Why not expand the CCDF and run all child-care assistance through block grants?

The CCDF provides assistance to TANF and other low-income families, and should be used as a first line of child care for these families. However, the reach of this program is very low. As noted, in 2009 only one of six eligible children was reached by CCDF and TANF child-care programs. On the contrary, recent estimates place take-up rates in each of the EITC and SNAP programs at 79 percent (IRS 2014; U.S. Department of Agriculture 2014). Because the refundable CDCC is a blend of the latter two programs, it is expected that take-up rates will be much higher than CCDF/TANF child care.

Does creating a wedge in the credit’s generosity between licensed and unlicensed care facilities raise the prospects of fraudulent claims?

The concern is that taxpayers may falsely claim that the provider is licensed, or may not know whether the provider is licensed, and claim the higher credit amount when they are only eligible for the lower amount. Estimates in 2011 showed that just over 60 percent of children under age five had a regular child-care arrangement, and of those, 25 percent were in an organized care facility and over 40 percent received care from a relative, most often a grandparent (Laughlin 2013). This suggests that there will be opportunities to game the system. A way to mitigate such false claims is to not distinguish licensed from unlicensed facilities, and to offer only a single credit
schedule. However, this does not seem desirable because the benefits of quality, center-based care are well established and the proposed credit is designed to incentivize the use of center-based care. Moreover, as noted, states already have a process of licensing care facilities, and the IRS can utilize this system to verify claims. One option would be to require child-care providers to file a Form 1098 documenting the dollar amount of child-care payments received from the taxpayer. This is akin to what a bank does for mortgage interest payments received, or an educational institution for tuition payments received, with the presumption that dual filing by both the payer and recipient will reduce the incidence of false claims.

Conclusion

The proposed refundable CDCC is highly progressive, redirecting current tax expenditures of the CDCC from the top two income quintiles to the bottom two quintiles. As such, this proposal directly addresses the issue of widening inequality, creating opportunity for upward mobility in the bottom half of the distribution by making work more attractive. Importantly, unlike the current CDCC available only to those with positive tax liability, this new credit is more of a complement to the existing EITC; the two can be received in tandem as refundable credits. Moreover, making the credit rate age-dependent and more valuable for placements in center-based care recognizes the fact that the cost of center-based care is much higher for young children, and potential long-term benefits of making center-based care affordable for low-income parents is backed by evidence (Bernal and Keane 2011; Blau and Currie 2006; Morris et al. 2009). There is also increasing evidence that making the tax code more age-dependent brings us closer to an optimal tax structure (Bastani, Blomquist, and Micheletto 2013; Weinzierl 2011). This is based on the notion of tagging proposed long ago by Akerlof (1978), who showed that tax efficiency and redistribution can be improved if different tax schedules are applied to readily verifiable characteristics, which could include the age of the child as proposed here (Mankiw, Weinzierl, and Yagan 2009). While the size of the benefit is on par with, or larger than, the current EITC, there is precedent for such tax incentives in both the British and New Zealand tax codes, and in both of those countries the size of the child-care benefits are larger. Take-up of the credit, however, is likely to be lower than that of the EITC, especially among married families, as many will continue to keep one parent at home to raise children. The latter, coupled with the fact that families with incomes above $70,000 will no longer be eligible for the CDCC, could easily leave this proposal revenue neutral or better.
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Introduction

The Earned Income Tax Credit (EITC) provides a refundable tax credit to lower-income working families. In 2011, the EITC reached 27.9 million tax filers at a total cost of $62.9 billion. Almost 20 percent of tax filers receive the EITC, and the average credit amount is $2,254 (IRS 2013). After expansions to the EITC in the late 1980s through the late 1990s—under Democrat and Republican administrations—the EITC now occupies a central place in the U.S. safety net. Based on the Census Bureau’s 2012 Supplemental Poverty Measure (SPM), the EITC keeps 6.5 million people, including 3.3 million children, out of poverty (Center on Budget and Policy Priorities [CBPP] 2014a). No other tax or transfer program prevents more children from living a life of poverty, and only Social Security keeps more people above poverty.

Since the EITC is only eligible to tax filers who work, the credit’s impact on poverty takes place through encouraging employment by ensuring greater pay after taxes. The empirical research shows that the tax credit translates into sizable and robust increases in employment (Eissa and Liebman 1996; Meyer and Rosenbaum 2000, 2001). Thus, the credit reduces poverty through two channels: the actual credit, and increases in family earnings. This dual feature gives the EITC a unique place in the U.S. safety net; in contrast, many other programs redistribute income while, at least to some degree, discouraging work. Importantly, transferring income while encouraging work makes the EITC an efficient and cost-effective policy for increasing the after-tax income of low-earning Americans.

Yet a program of this size and impact could be more equitable in its reach. Under the current design of the EITC, childless earners and families with only one child, for instance, receive disproportionately lower refunds.

In 2014, families with two children (three or more children) are eligible for a maximum credit of $5,460 ($6,143) compared to $3,305 for families with one child. Married couples, despite their larger family sizes, receive only modestly more-generous EITC benefits compared to single filers.1 Childless earners benefit little from the EITC, and have a maximum credit of only $496—less than 10 percent of the two-child credit.

Prominent proposals seek to mitigate these inequalities. President Obama’s fiscal year 2015 budget includes an expansion of the childless EITC, a concept outlined by John Karl Scholz in 2007 in a proposal for The Hamilton Project. Notably, MDRC is currently evaluating Paycheck Plus, a pilot program for an expanded EITC for workers without dependent children, for the New York City Center for Economic Opportunity (MDRC 2014). The recent Hamilton Project proposal for a secondary-earner tax credit addresses the so-called EITC penalty for married couples (Kearney and Turner 2013). And the more-generous EITC credit for three or more children was recently enacted as part of the American Recovery and Reinvestment Act of 2009, and is currently scheduled to sunset in 2017.

Considering this broad set of EITC reforms, and recognizing the demonstrated effectiveness of the program as an antipoverty program with numerous benefits, this policy memo proposes an expansion for the largest group of EITC

---

1 The EITC is structured such that married couples with dependent children are eligible for a larger credit than other single filers, to account for the expected higher earnings of married couples. However, non-filing married couples benefit less.
Proposal 11: Building on the Success of the Earned Income Tax Credit

**IMPROVING SAFETY NET AND WORK SUPPORT**

**The Earned Income Tax Credit Schedule**

Figure 11-1 presents the schedule for the EITC for tax year 2014. The EITC schedule has three regions. In the phase-in region, the credit is phased in at a constant rate, which is 7.65 percent for taxpayers without children, 34 percent for those with one child, 40 percent for those with two children, and 45 percent for those with three or more children. In the flat region, taxpayers receive the maximum amount of the EITC benefit. In the phase-out region, the credit is phased out at a constant rate: one-child families lose 15.98 percent of each dollar earned due to the lost credit, families with two or more children experience a 21.06 percent phase-out, and childless filers a 7.65 percent phase-out. The dotted lines in figure 11-1 indicate the somewhat more-generous schedule for married taxpayers—the Economic Growth and Tax Relief Reconciliation Act of 2001 and later legislation expanded the flat and phase-out regions for married couples; in 2014, the phase-out threshold for married couples is $5,430 larger than for single filers. This expansion of the schedule for married couples was introduced to reduce the marriage penalties that the EITC creates for lower-income taxpayers.

To illustrate the mechanics of the credit, consider a single mother with one child earning $15,000 per year. Her earnings would place her in the flat region of the credit—that is, in the range of income in which a tax unit receives the maximum credit and in which benefits are neither phased in nor phased out; she would receive an EITC of $3,305. If her earnings were instead $20,000, she would be in the phase-out region and her credit would fall by $347 to $2,958. In other words, her credit would equal the maximum credit minus 15.98 percent of all earnings that lie in the phase-out region.

**The Challenge**

The EITC is a refundable tax credit that gives a taxpayer with no federal income tax liability a tax refund for the full amount of the credit. The amount of the credit depends on filing status, number of qualifying children, and earned income (and, for some taxpayers, adjusted gross income). (The EITC schedule is explained in box 11-1.) Because the EITC is one of our nation’s most effective antipoverty programs, the challenge considered in this policy memo is how to leverage this tool to have even greater impact.

Enacted in 1975, the EITC’s original intent was to offset payroll taxes for low-income families. The EITC has been expanded by tax legislation five times in the subsequent years: in 1986, 1990, 1993, 2001, and 2009. Figure 11-2 illustrates these policy expansions by plotting the maximum EITC credit by number of children for each year between 1985 and 2014 (in real 2014 dollars). The 1993 expansion is the most significant, having introduced the more-generous schedule for those with two or more children. Additionally, the 1993 expansion introduced the relatively small credit for childless taxpayers. The 2009 expansion, enacted as part of the federal stimulus, introduced a separate schedule for those with three or more children.

recipients: families with one child. In particular, I propose to expand the one-child schedule to be on par with the two-child schedule, in equivalence scale-adjusted terms. An equivalence scale captures the cost of living for a household of a given size (and demographic composition) relative to the cost of living for a reference household of a single adult, and is a standard component in defining poverty thresholds. The proposal expands the maximum credit for one-child families to $4,641, from $3,305 under current law, an increase of about 40 percent. The expansion will lead to a roughly $1,000 increase in after-tax income for taxpayers in the bottom 40 percent of the income distribution receiving the higher credit. As this paper outlines, the expansion is justified on equity and efficiency grounds. This expansion is anchored in the equity principle in that the generosity of the credit should be proportional to the needs of families of differing sizes; I use the equivalence scale implicit in the poverty thresholds of the Census SPM as a guide for household needs. This proposal is also supported by efficiency principles given the EITC’s demonstrated success at raising labor supply among single mothers.

The target population for the proposal is low-income working families with children. Implementing this proposal requires legislative action by the federal government; it is important to note that altering the EITC schedule requires a simple amendment to the tax code, and not a massive overhaul of our nation’s tax system. The revenue cost of the proposal derives from additional federal costs of the EITC, less the additional payroll and ordinary federal income taxes. The private benefits include increases in after-tax income and reductions in poverty. The proposal would also generate social benefits through the spillover effects that the increase in income plays in improving health and children’s cognitive skills (Dahl and Lochner 2012; Evans and Garthwaite 2014; Hoynes, Miller, and Simon forthcoming).
FIGURE 11-1.
Earned Income Tax Credit Amount by Earnings Level and Number of Children, 2014

FIGURE 11-2.
Earned Income Tax Credit Maximum Credit by Number of Children, 1985–2014
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Table 11-1 gives a snapshot of EITC recipients for 2011 (IRS 2013). A total of 27 million taxpayers received the credit, representing almost 20 percent of all tax filers. The total cost of the credit in 2011 was $62.9 billion. As a comparison, in 2011, payments for the Supplemental Nutrition Assistance Program (SNAP), formerly known as the Food Stamp Program, totaled $72.8 billion, and Unemployment Insurance payments totaled $107.0 billion (Bitler and Hoynes 2013). EITC benefits averaged $2,199 for one-child families, $3,469 for two-child families, $3,750 for families with three or more children, and less than $250 for taxpayers with no children. About a quarter of the EITC returns went to taxpayers without children, 36 percent to those with one child, 27 percent to those with two, and 12 percent to those with three or more children. Overall, the majority (97 percent) of EITC dollars go to families with children; the small share of dollars claimed among those without children (3 percent) reflects their much lower potential and actual credit amounts.

Figures 11-1 and 11-2 illustrate that the EITC is substantially more generous for families with two or more children than it is for those with one child. For families with two children, the maximum credit is $5,460 and the phase-out range extends to earned income of $43,756, while for families with one child, the maximum credit is $3,305 and extends to earned income of $38,511. Standard equity arguments would imply that larger families should receive a higher credit than smaller families. But what is the right adjustment? The needs of a family grow with each additional child but, due to economies of scale in consumption, not in a proportional way. I use the family-size adjustment that forms the basis of the poverty thresholds in the Census SPM to capture the varying needs across family sizes. Known as equivalence scales, they are used to establish the appropriate adjustments to the cost of living between different family sizes. Using the SPM equivalence scale, the maximum credit for families with two children should be about 18.7 percent higher than the maximum credit for one-child families. Under current law it is 65 percent higher. I return to this in the proposal below.

The EITC is explicitly tied to work. As shown in figure 11-1, if a family has no earned income, then it is not eligible for the credit. Overall, the credit subsidizes entering and staying in the workforce, and redistribution occurs while encouraging work. This stands in contrast to virtually all other elements of the U.S. safety net—such as SNAP and Temporary Assistance for Needy Families, commonly referred to as welfare—where the largest benefits are transferred to those with no earnings. This work-promoting earnings subsidy is at the core of EITC’s cost-effectiveness.

The empirical research provides robust evidence that the EITC leads to sizable increases in the employment of single mothers (Eissa and Liebman 1996; Meyer and Rosenbaum 2000, 2001). For example, Meyer and Rosenbaum (2001) find that a 10 percent increase in EITC income leads to a 6.9 percent increase in employment rates (an elasticity of 0.69). Because of the two potential earners in the household, the labor supply predictions are more complex for married couples, generally suggesting a reduction in employment for secondary earners. The existing evidence shows that the EITC leads to modest reductions (an elasticity of 0.267) in the employment of married women (Eissa and Hoynes 2004). In contrast, we have little empirical evidence on the possible employment effects of the credit for taxpayers without children; the MDRC pilot of a childless EITC currently in the field in New York City should fill this important gap in our knowledge.
The release of the Census SPM in 2011 provides annual reports on the number of persons lifted out of poverty due to safety net programs. The EITC lifted 3.3 million children out of poverty, more than any other program (CBPP 2014a). SNAP was the next largest, with 2.2 million children lifted from poverty (Short 2013). Overall, the credit lifted 6.5 million individuals out of poverty (CBPP 2014a).

These calculations based on the SPM are static; they calculate poverty with and without the specific income source (e.g., the EITC) but do not take into account the behavioral effects of that source on employment and earnings. To the extent that the EITC leads to an increase in employment and earnings, the statistics cited above are underestimates of the full antipoverty effects of the EITC.

Several studies have quantified benefits of the credit beyond those on employment, earnings, and income. Dahl and Lochner (2012) find that the increase in income through the EITC leads to improvements in test scores. Hoynes, Miller, and Simon (forthcoming) find the increase in income through the EITC leads to an improvement in infant health by reducing the incidence of low-birth-weight births. Evans and Garthwaite (2014) find evidence that the expansion of the EITC improved health indicators—measured by blood and medical tests—for mothers, suggesting a significant relationship between increased income and a reduction in stress.

A New Approach

Given the efficient and cost-effective reduction in poverty that the EITC achieves for families with children, proposals are being advanced to expand the EITC for childless taxpayers and for married taxpayers. The proposal outlined in this paper to raise EITC benefits for the largest group of recipients—one-child families—is part of this broader set of proposed EITC reforms.

I justify this proposal on the basis of equity and efficiency grounds: first, as discussed below, based on the principle that the credit should be equal across different family sizes in proportion to their needs, the EITC for one-child families is below what it should be. Second, I have robust evidence based on historical expansions that expanding the EITC provides a cost-effective reduction in poverty for families with children by encouraging more work as the credit on income expands. Combined, these justifications are especially important given that real household incomes in the lower half of the income distribution have stagnated over the past forty years, and that the highest poverty rates for Americans are found among children (Short 2013; U.S. Census Bureau 2014).

As presented above, using the family-size adjustment that forms the basis of the poverty thresholds in the SPM, the maximum credit for families with two children should be about 18.7 percent higher than the maximum credit for one-child families, yet under current law it is 65 percent higher. My proposal is to expand the EITC to one-child families to be on par with the maximum credit for two-child families, in equivalence-scale units. I keep the two-child schedule at
current law and as the reference schedule. The specific changes to the tax credit are shown in table 11-2. The phase-in rate for one-child families remains at 34 percent, as under current law, but the phase-in income range is extended to $13,650 (from $9,720) to match the range used for two- and three-or-more–child credit schedules. The maximum credit increases from $3,305 to $4,641, an increase of 40 percent. The phase-out rate increases from 15.98 percent to 21.06 percent (matching the two- and three-or-more–child credit rates) and the phase-out income range extends from $17,830 to $39,867 (compared to $17,830 to $38,511 under current law). This proposal presents an opportunity to bring the credit for families with children into a harmonized schedule, using the equivalence scale in the SPM as the basis for harmonization.

To illustrate the effect of this proposal, table 11-3 presents tax and income calculations for hypothetical families with a single parent with one child. Assume that a woman works full-time for the full year and that the family spends 10 percent of gross earnings on child care. Panel A considers the case where the single woman earns the minimum wage of $7.25 per hour. Under current law (column 1), after child-care expenses and payroll taxes, and after federal tax and credits, the family has a disposable income of $16,097. In column 2, I show how taxes and disposable income change with the policy proposal (and no behavioral changes). The EITC rises to $4,651 from $3,305 and disposable income rises to $17,443, an increase of 8 percent. Panel B considers a family where the woman earns 150 percent of the minimum wage ($10.90 per hour). For that family, the proposal would increase family disposable income by 5 percent, from $20,581 to $21,671.

COSTS AND BENEFITS

The costs of the proposal include the federal revenue cost of expanding the EITC. However, including all economic effects, namely higher labor supply, the EITC cost would be offset by the additional payroll tax revenue and (ordinary) federal...
income tax revenue collected with increases in employment and earnings. Taxpayers benefit privately from the increase in after-tax income and from the reduction in poverty. Because the expansion in the EITC is expected to boost employment and earnings of single-parent families, their income would increase through the expanded credit as well as through the predicted increase in earnings. The expansion may also lead to important social benefits resulting from the increase in income for these families. Studies find that the increase in income could yield spillover effects by improving health and children’s cognitive skills (Dahl and Lochner 2012; Evans and Garthwaite 2014; Hoynes, Miller, and Simon forthcoming).

The distributional effects of the proposal, derived from the Urban–Brookings Tax Policy Center microsimulation model, follow the Joint Committee on Taxation convention of holding gross domestic product constant and subsequently assuming no change in labor supply. As shown in table 11-4, the proposal is decidedly progressive, raising after-tax income by 0.4 percent for taxpayers in the bottom income quintile and 0.3 percent for taxpayers in the second quintile, with effectively no impact on taxpayers in the top two quintiles. Tax units benefitting from this proposal—8.1 million in total—would each see their after-tax income rise by about $1,000.

The benefits would be especially high among taxpayers with children, but these estimates illustrate the higher benefit of this proposal on this select demographic group. Roughly one-quarter of taxpayers with children in the bottom quintile and over one-third of these taxpayers in the second quintile would see an increase in after-tax income. Among taxpayers with children, those in the bottom quintile would see their after-tax income rise by an average of 1.2 percent; taxpayers with children in the second income quintile would see their after-tax incomes rise, on average, by 0.8 percent. The average benefits for one-child families would be even higher under my proposal.

The proposal would have a substantial effect on the well-being of low-income families. Using the SPM to define poverty, CBPP (2014b) estimates that this EITC expansion would lift 410,000 people—including 131,000 children—out of poverty. This proposal would also improve the livelihood of a large number of people living below the poverty line. In total, 3 million people in poverty—including 1 million children—would be made less poor.

These estimates are conservative—that is, taking into account behavioral effects and increases in employment and earnings should lead to a reduction in costs (due to the offsetting payroll and federal income taxes) and an increase in private and social benefits. The empirical research shows robust evidence that an increase in the EITC leads to an increase in private and social benefits. For single parents already in

### Table 11-4. Simulation of Proposed Policy by Expanded Cash Income Percentile

<table>
<thead>
<tr>
<th>Income Percentile</th>
<th>All taxpayers</th>
<th>Taxpayers with children</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tax units with tax cut (in percent)</td>
<td>Average tax cut among beneficiaries (in dollars)</td>
</tr>
<tr>
<td>Bottom quintile</td>
<td>5.5</td>
<td>−1,029</td>
</tr>
<tr>
<td>Second quintile</td>
<td>11.1</td>
<td>−969</td>
</tr>
<tr>
<td>Middle quintile</td>
<td>5.0</td>
<td>−830</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>0.2</td>
<td>−741</td>
</tr>
<tr>
<td>Top quintile</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>All</td>
<td>5.0</td>
<td>−958</td>
</tr>
</tbody>
</table>

Source: Urban–Brookings Tax Policy Center microsimulation model version 0613-3 (see Rohaly, Carasso, and Saleem 2005). Note: Includes both filing and nonfiling units but excludes those that are dependents of other tax units. Tax units with negative adjusted gross income are excluded from their respective income class but are included in the totals. For a description of expanded cash income, see Urban–Brookings Tax Policy Center (n.d.). The income percentile classes used in this table are based on the income distribution for the entire population and contain an equal number of people, not tax units. The resulting percentile breaks are 20 percent $17,272; 40 percent $31,839; 60 percent $52,012; 80 percent $82,150; 90 percent $114,150; 95 percent $160,278; 99 percent $376,776; 99.9 percent $1,971,618 (in 2013 dollars).
the labor market, this proposal provides a simple income transfer to those eligible for the EITC (assuming no change in earnings for those already in the labor market). For single women currently out of the workforce, the expanded EITC is predicted to encourage employment and earnings, leading to an increase in after-tax income through the EITC, other tax credits, and earnings (less payroll taxes and any owed federal income taxes). For married couples, the behavioral effects are expected to be more muted, with minimal effects for married men and modest reductions in employment and earnings for married women. In sum, family resources would increase through earnings and the EITC.

The proposal also comes with costs, foremost among them the lost revenue and expanded outlays owing to the more-generous credit. The Urban–Brookings Tax Policy Center microsimulation model estimates that the expanded EITC would lose roughly $9 billion per year, or $92.8 billion between 2015 and 2024. For reasons noted above, namely the convention that labor force be held constant, this estimate overstates the potential cost of the expansion. A second cost is that the expansion increases effective tax rates on those workers whose earnings fall in the phase-out range. For these workers, the lost benefits for each dollar earned rise from 15.98 percent to 21.06 percent—raising the disincentive to work. This raise in effective tax rates may slightly offset the gains to employment.

Questions and Concerns

Given the five prior expansions in the EITC, have we reached the limit of the employment-inducing effects of the program?

As shown in Jim Ziliak’s proposal in this series, employment rates for single women with children have declined considerably from their peak in 2000. He shows that the employment rate of single mothers with less than a high school diploma and with a child under age thirteen has fallen 10 percentage points from 70 percent in 2000 to 60 percent in 2012; it has also fallen for single mothers with more than a high school diploma from 82 percent to 72 percent. While these are higher employment rates than were experienced on the eve of welfare reform and the expansion of the EITC in the 1990s, we have no evidence that employment rates will not respond to the proposed expansion.

Can the EITC provide all the safety net we need for low-income families?

This proposal is based on the established track record for the success of the EITC in increasing after-tax income through encouraging work. While the EITC now forms a central piece of the U.S. safety net for families with children, its prominence does not eliminate the need for other safety-net programs such as SNAP. Critically, the EITC does not help families in the face of labor market weakness and job loss. I bring attention to this limitation of the EITC in recent joint research with Marianne Bitler and Elira Kuka (Bitler, Hoynes, and Kuka 2013). The implication is that in the post-welfare reform era, the Great Recession resulted in more extreme poverty than we would have expected from experience prior to welfare reform (Bitler and Hoynes 2013). SNAP is essential for providing protection, especially for keeping families out of extreme poverty (Parrott 2014).

How would your proposal change if you used the equivalence scale implicit in the official poverty thresholds rather than the SPM?

The main theoretical grounding for our proposal—that the one-child schedule is too low relative to the two-child schedule given the difference in family size—holds regardless of whether we use the equivalence scale implied by the SPM or the official poverty threshold.

Why not expand the schedule for childless workers?

The equivalence-scale argument also extends to provide justification for expanding the EITC for taxpayers without dependents. Expanding the EITC for childless workers is supported by many, and recently appears prominently in President Obama’s budget. I see my proposal for the one-child credit as part of a broader set of policies for expanding and updating the EITC. I focus on the one-child credit because of the robust employment effects found for single mothers and the prevailing unacceptably high child poverty rates, and in an effort to work in concert with these other proposals.

Doesn’t your argument imply that the maximum credit for married couples should be larger than the credit for single taxpayers?

Yes, it does. Families with two parents have greater needs than do families with one parent (for a given number of children), and this is recognized by a larger equivalence scale and poverty threshold. I focus my proposal on expanding the one-child schedule for reasons of cost and in recognition of the broader policy context. In particular, there are other policies—notably The Hamilton Project proposal for a secondary-earner tax credit (Kearney and Turner 2013)—that address the EITC penalty for married couples. Kearney and Turner’s proposal is motivated by reducing the tax cost of entering work for low- and moderate-income families. This has the feature of de facto increasing the generosity of the EITC for married couples.
Conclusion

The EITC occupies a central place in the U.S. safety net. The program raises 6.5 million persons, including 3.3 million children, out of poverty. The only program that raises more Americans above poverty is Social Security. The EITC raises after-tax incomes at the bottom of the distribution while encouraging employment. It redistributes income through the credit as well as through increases in earnings. I propose to expand the EITC for families with one child, the largest group of EITC recipients. In particular, I propose to expand the one-child schedule to be on par with the two-child schedule, in equivalence scale–adjusted terms. The proposal expands the maximum credit for one-child families to $4,641, from $3,305 under current law, for an increase of about 40 percent. This expansion is predicted to raise after-tax income by about $1,000 for 8.1 million working families. I view this proposal as part of the broader agenda for expanding the EITC, including the childless expansion proposed by President Obama and The Hamilton Project (Scholz 2007), and expansions for married couples through a secondary-earner tax credit (Kearney and Turner 2013). Together, these expansions will rebalance the EITC such that its benefits more-closely match the varying needs across families of different sizes and so its benefits are more equitably distributed across the population.
Introduction

During the Great Recession, millions of Americans lost their jobs as employers downsized in response to falling demand. A substantial body of research implies that these job losses can lead to significant and persistent problems for affected workers, including lengthy periods of unemployment, sustained earnings losses, serious health problems, and other adverse outcomes (see, for example, Black, Devereux, and Salvanes 2012; Davis and von Wachter 2011; Jacobson, LaLonde, and Sullivan 1993; Stevens 1997; Sullivan and von Wachter 2009; von Wachter, Song, and Manchester 2011). Furthermore, the adverse impacts of job loss may extend to future generations: there is growing evidence that job loss for a parent can lead to lower educational attainment and lower lifetime earnings among their children (see, for example, Hilger 2013; Oreopoulus, Page, and Stevens 2008).

Recent public debate about the problem of unemployment— and especially long-term unemployment—has focused to a great extent on providing extended unemployment insurance (UI) benefits to support family incomes following a job loss. Strategies for preventing layoffs have not received comparable attention in the United States. By comparison, many other developed countries have incorporated work sharing into their UI systems, permitting the payment of prorated benefits to workers who are kept on the job with reduced hours because of slack demand.

If work sharing was more accessible in the United States, more employers might be encouraged to reduce work hours during periods of slack demand rather than lay people off. Instead of letting twenty full-time workers go, for example, a company could achieve an equivalent reduction in force by reducing the hours of 100 employees by 20 percent. Work sharing should be particularly attractive when employers expect the reduction in the demand for their products or services to be temporary, as is often the case during a recession. By avoiding layoffs, employers can retain valued employees and avoid screening, hiring, and training costs when the economy improves and they want to hire more workers. By adopting work sharing, employers also may be able to avoid the adverse effects that layoffs have on employee morale and productivity.

Work sharing has been credited with substantially reducing the number of layoffs and mitigating unemployment during the recent recession in several other countries. In contrast, during the Great Recession only seventeen U.S. states offered a formal work-sharing option; even where available, employer use of this option was very low. The success of work sharing in other countries and the lingering impacts of the recession on the U.S. labor market have spurred growing interest in work sharing in this country.

The Middle Class Tax Relief and Job Creation Act of 2012 is best known for extending the payroll tax cut originally introduced in 2011 and authorizing an extension of emergency UI compensation. But the Act also included several provisions designed to encourage wider adoption and greater use of work-sharing programs. Since the recession, an additional nine states and the District of Columbia have incorporated work-share programs into their UI systems. While the 2012
legislation constitutes an important first step, it does not go far enough. We propose that the federal government take additional actions to encourage the use of work sharing as an alternative to layoffs during future U.S. recessions.

The Challenge

In many developed countries, when economic conditions weaken, employers may choose to cut employee hours and have those workers receive prorated UI benefits in lieu of laying workers off. Germany, which has had a work-sharing program since the 1920s, was the first to incorporate work sharing into its UI system. Italy and Norway introduced formal work-sharing programs in the 1950s; Austria, France, and Ireland in the 1960s; and Belgium, Canada, Denmark, Japan, and Luxembourg in the 1970s (Boeri and Bruecker 2011). Many countries with established work-sharing programs also have employment protection laws that mandate significant advance notice before a worker can be laid off and substantial severance payments in the event a layoff occurs. Work-sharing programs can serve as an important complement to strong employment protection legislation by facilitating reductions in the average weekly hours employees work (Abraham and Houseman 1993, 1994; Boeri and Bruecker 2011).

Work-sharing programs played a substantial role in ameliorating the rise in unemployment in many countries during the most recent recession. Although employer work-sharing plans typically are limited in duration, many countries extended the permissible length of these plans as the downturn lingered. Germany, for example, extended the maximum length of a work-sharing plan from six months to twenty-four months for applications submitted in the second half of 2009 and to eighteen months for applications submitted in 2010 (Crimmann and Wiessner 2009; International Labour Office [ILO] 2010). Countries also took steps to reduce employers’ costs for using work sharing. Germany temporarily excused employers from paying a portion of the social security contribution on hours not worked for which they otherwise would have been liable (ILO 2010). As shown in table 12-1, when usage peaked during 2009, 1 percent or more of the workforce was collecting work-sharing benefits in six countries, and in three of those countries participation in work-sharing plans exceeded 3 percent. To place these numbers in perspective, in 2009 the number of people on work-share programs was 68 percent of the number of unemployed in Belgium, 38 percent of the number of unemployed in Germany, and 39 percent of the number unemployed in Italy. A study by OECD researchers concluded that work-sharing programs helped to preserve jobs during the recent recession, with the impact being particularly significant in Finland, Germany, Italy, and Japan. In these countries the OECD researchers estimated

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>All employees</td>
<td>2007</td>
<td>2008</td>
<td>2009</td>
<td>2007</td>
<td>2008</td>
<td>2009</td>
</tr>
<tr>
<td>Austria</td>
<td>0.00</td>
<td>0.03</td>
<td>0.63</td>
<td>0.00</td>
<td>0.17</td>
<td>3.41</td>
</tr>
<tr>
<td>Belgium</td>
<td>3.22</td>
<td>3.53</td>
<td>5.60</td>
<td>6.44</td>
<td>7.36</td>
<td>16.99</td>
</tr>
<tr>
<td>Canada</td>
<td>0.02</td>
<td>0.03</td>
<td>0.34</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>N/A</td>
<td>0.61</td>
<td>1.44</td>
<td>N/A</td>
<td>1.59</td>
<td>4.49</td>
</tr>
<tr>
<td>Finland</td>
<td>0.36</td>
<td>0.47</td>
<td>1.67</td>
<td>N/A</td>
<td>0.59</td>
<td>2.69</td>
</tr>
<tr>
<td>France</td>
<td>0.34</td>
<td>0.31</td>
<td>0.83</td>
<td>N/A</td>
<td>0.53</td>
<td>3.61</td>
</tr>
<tr>
<td>Germany</td>
<td>0.08</td>
<td>0.17</td>
<td>3.17</td>
<td>0.17</td>
<td>0.53</td>
<td>12.06</td>
</tr>
<tr>
<td>Ireland</td>
<td>N/A</td>
<td>0.17</td>
<td>1.03</td>
<td>N/A</td>
<td>0.48</td>
<td>1.34</td>
</tr>
<tr>
<td>Italy</td>
<td>0.64</td>
<td>0.78</td>
<td>3.29</td>
<td>1.75</td>
<td>2.29</td>
<td>9.95</td>
</tr>
<tr>
<td>Netherlands</td>
<td>N/A</td>
<td>0.20</td>
<td>0.75</td>
<td>N/A</td>
<td>1.39</td>
<td>5.01</td>
</tr>
<tr>
<td>United States</td>
<td>0.04</td>
<td>0.07</td>
<td>0.22</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Source: OECD 2010b. Note: N/A = not available. Take-up rate for the United States is computed for the subset of states with short-time compensation programs. These data were provided as a special tabulation in an EC-OECD questionnaire.
that the decline in permanent employment would have been about three-quarters of a percentage point greater in the absence of work sharing (OECD 2010a). Subsequent research has reached similar conclusions about the role of work sharing in preventing employment losses during the recession (Boeri and Bruecker 2011; Hijzen and Martin 2013).

U.S. institutions and employers, in contrast to those in many other countries, historically have favored the use of layoffs over work sharing. The United States has no requirement that employers provide laid-off workers with severance payments, and advance notice provisions in U.S. law are weak. Employees with a sufficient work history are entitled to collect UI benefits if they are laid off, and under states’ experience rating systems, employers typically are liable for reimbursing the state UI trust fund for benefit costs received by laid-off employees. Although this means that the United States UI tax system imposes some costs on employers who engage in layoffs, these employers generally do not bear the full cost of the benefits their former employees collect. At the same time, support for work sharing through the payment of prorated UI benefits to employees working reduced hours has been much less prevalent in the United States. Although seventeen states had work-sharing programs on the books at the end of 2007 and several more have introduced such programs in the past few years, twenty-four states still do not have work-sharing programs in operation, and usage of the programs that do exist remained at very low levels through the recession (Abraham and Houseman forthcoming). Together these factors—weak employment protection laws, imperfect experience rating of UI taxes, and weak or absent work-sharing programs—help explain U.S. employers’ much greater reliance on adjustment of employment levels and correspondingly lower reliance on adjustment of average worker hours during recessions.

Back-of-the-envelope calculations suggest that moderately greater use of work sharing in the United States could have significantly reduced job loss and thereby mitigated unemployment during the Great Recession. Assuming that hours reductions through work sharing offset hours reductions through layoffs on a one-to-one basis—perhaps an overly generous assumption, but useful as a first approximation—work sharing by U.S. employers in 2009 reached a level sufficient to have prevented the loss of only about 22,000 full-time-equivalent (FTE) jobs. Had usage in all states been as large as in Rhode Island, the state with the highest work-sharing rates, the average number of FTE workers on work sharing in 2009 would have been approximately ten times as large as the number actually observed—in the vicinity of 220,000 FTEs rather than 22,000 FTEs. And had the average take-up rate been similar to that in Germany or Italy in 2009, the average number of FTE workers on work sharing would have approached 1 million. In other words, with work-sharing usage at European levels and assuming that work-sharing expansions translate directly into reductions in the number of layoffs, as many as one in eight of the roughly 8 million jobs lost during the recession could have been saved (Abraham and Houseman forthcoming).

Several factors beyond the relative ease and modest cost of laying off workers are generally cited for the low use of work-sharing programs in the United States. First and foremost is lack of information about the availability of this option in states with work-sharing programs. Prior to the passage of the Middle Class Tax Relief and Job Creation Act of 2012, there was some ambiguity about the legality of state work-sharing programs under federal law. This may have discouraged some states from adopting these programs or promoting their use (Balducchi and Wandner 2008). In addition, insufficient funding from the federal government to administer the program may have deterred states from advertising it to employers. With some exceptions, most notably Rhode Island, states with work-sharing programs have done almost nothing to promote them; as a consequence, many employers are unaware that the programs even exist. In contrast, state officials in Rhode Island have promoted the program enthusiastically, and Rhode Island’s take-up of this option has been comparable to that of some European countries (see box 12-1).

The administrative burden of participating in a work-sharing program also may have deterred employers from participating. Besides submitting a work-share plan to the state for approval, employers must certify on a weekly or biweekly basis that the program is still operative, identify which employees are affected, and document the reductions in their hours. Cutting through this red tape is made more difficult because the application and continued claims processes typically are not automated.

Additionally, some states prohibit certain employers—such as those who have reached the maximum UI tax rate or have negative UI account balances because of UI benefits paid to previously laid-off employees—from participating in their work-share program. Similarly, in some states employers who have used the UI system intensively in the past may face a higher effective UI tax rate if they use the work-share program than if they lay off workers. While these provisions are designed to prevent employer abuse of the program, they may unnecessarily restrict access to work sharing, particularly during recessions.

The Middle Class Tax Relief and Job Creation Act of 2012 provided explicit authorization for work-sharing programs meeting certain conditions that are set out in the legislation. Under the Act, states with work-sharing programs that
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Conform to the new federal law are eligible for a share of $100 million in grant funding to be used for program implementation, such as automation of state systems for the filing and processing of work-sharing claims, and for employer outreach. In addition, the law provides full federal reimbursement for all of the benefits paid out under approved state work-sharing laws for up to a three-year period ending in August of 2015. While the 2012 law undoubtedly has helped to raise the level of interest in work sharing, more needs to be done if work sharing is to become a significant weapon in the United States’ countercyclical policy arsenal.

A New Approach

The federal government should take several additional steps to make work sharing more available as an option for employers and to encourage the use of work sharing as an alternative to layoffs during future recessions.

MAKE WORK-SHARING PROVISIONS A REQUIREMENT FOR STATE UNEMPLOYMENT INSURANCE PROGRAMS

In the United States, UI is administered as a federal–state system. Although states’ laws vary with respect to factors such as exactly how eligibility for UI benefits is determined,
the level of benefit payments, and maximum weeks of benefits, the federal government sets minimum conditions that state law must satisfy. If state law does not conform to the federal requirements, employers in the state are not eligible to receive the credit against the 6.0 percent federal UI tax that is otherwise available (normally 5.4 percent, lowering the effective federal tax rate to 0.6 percent) and the nonconforming state is not entitled to receive federal grants to cover the costs of administering its program. We propose that inclusion of a work-sharing provision in the state’s law be made a conforming requirement for participation in the federal–state UI system. Such action would make the work-sharing option available to employers and their employees in the twenty-four states that currently do not offer the program.

**CHANGE FEDERAL REQUIREMENTS TO PROHIBIT CERTAIN PROVISIONS OF STATE WORK-SHARING PROGRAMS THAT MAY DISCOURAGE EMPLOYER PARTICIPATION**

To make state work-sharing programs more attractive to employers, we recommend that the federal government make several changes to the criteria such programs must meet. Under current federal law, a state must require, among other things, that participating employers submit a work-sharing plan; that the proportional reduction in hours under the employer plan not be less than 10 percent nor more than 60 percent; that employees be offered prorated benefits based on the reduction in their hours; that an employee be considered to have satisfied applicable job search requirements so long as they are available to work their regular work week; and that, if health and retirement benefits are provided at the work place, the employer certify that they will not be reduced.

The last of these conditions, on health and retirement benefits, may dissuade some employers from using work sharing in lieu of layoffs. An employer who lays workers off sheds any associated health and retirement plan costs; an employer who uses work sharing does not. Yet there is a strong public interest in ensuring that individuals continue to have health insurance coverage during a recession. And, in many cases, the Affordable Care Act would not permit employers to reduce the health insurance coverage available to workers whose hours are temporarily reduced even if this were permitted under a state’s work-sharing law. Recognizing these concerns and complications, we propose to retain the current requirement that employers continue full health insurance benefits for employees who participate in work sharing. We would, however, eliminate the requirement to maintain full contributions to employee retirement plans. Instead, we would apply the less-stringent requirement that employers provide prorated retirement benefits to employees on work share based on the fraction of regular hours their employees work.

We also recommend that states be prohibited from (a) assessing work-sharing employers a higher UI tax rate than they would face if the same amount of benefits were paid to laid-off workers or (b) excluding employers from participation in work sharing based on their past use of the UI system. Among the twenty-six states plus the District of Columbia that, as of this writing, have work-sharing laws in force, in three states employers who choose work sharing may incur higher UI tax charges than they would if the same total benefit payments been generated through layoffs (because of the tax schedule that is applied), and in another seven states employers that already pay the maximum tax rate or that possess negative reserve balances are precluded from participating in work sharing. These rules unnecessarily impede the use of work sharing.

**PROVIDE STATES WITH ADEQUATE CAPACITY AND FUNDING TO OPERATE AND PROMOTE THEIR WORK-SHARING PROGRAMS**

In most states, the process for handling work-sharing claims is less automated than the process for handling regular UI claims. The funding provided under the 2012 federal legislation should help to address this problem, but time is running out for states to access this money. States cannot apply until they have passed a new work-sharing law or amended their preexisting work-sharing law to satisfy all of the requirements of the Middle Class Tax Relief and Job Creation Act; in addition, applications for grant funding must be submitted by the end of 2014. Most states with existing work-sharing laws are expected to meet this deadline, but some likely will not, and nearly half of states do not yet have a work-sharing law in place. We recommend that, at a minimum, the deadline be extended for states to submit their applications for the federal grant funding provided in the 2012 law to help with automation of state systems and outreach to employers.

It also will be important to ensure that concerns about the level of ongoing funding do not deter states from promoting their work-sharing programs. The allocation of funding that states receive to administer their UI programs is based on a Department of Labor formula that incorporates information about state workloads and state labor costs. States with higher workloads according to this formula get a larger funding allocation. Work-sharing claims are counted as part of the workload, but the workload formula does not reflect additional tasks that are necessary to operate a successful work-sharing program. For example, state staff must review each employer work-share plan that is submitted, but the number of such reviews is not an element in the workload matrix. Anticipating that work sharing will become a more important part of the UI system in the future, we recommend that the Department of Labor carry out a study to determine how the operation of a work-sharing program impacts a state’s administrative.
workload and modify its funding formula accordingly. Some level of funding for promoting the program to employers who could benefit from it ideally also would be provided. Changes to the formula used to allocate funding to states could be made administratively and so would not require new legislation. Additional appropriations would be needed to increase the total pool of administrative funding available to be allocated.

**SUBSIDIZE WORK-SHARING PAYMENTS DURING ECONOMIC DOWNTURNS**

Perhaps most importantly, we propose that mechanisms be put in place to expand support for work sharing automatically during economic downturns. The existing treatment of UI benefit durations provides a model for how this might work. Since 1970 the maximum duration of UI benefits in a state has risen automatically when the state experiences a significant increase in unemployment. The federal government ordinarily covers half the cost of these so-called extended benefits; during the recent recession, the federal government picked up their full cost. Additional increases in benefit duration, such as those created through the emergency UI compensation program that existed in several different forms from June 2008 through December 2013, often are passed into law by Congress during recessions. The cost of such legislated extensions ordinarily is covered fully by the federal government.

Given the value of keeping workers on the job during economic downturns, similar steps should be taken to increase the support provided for work sharing during periods when the economy is weak. More specifically, we recommend that federal funding to cover half of the benefits paid under approved employer work-sharing plans be triggered whenever extended UI benefits under the 1970 law are triggered. In addition, we recommend that, whenever Congress enacts legislation to extend the maximum duration of UI benefits, this legislation also include 100 percent federal support for work-sharing benefits. Finally, we recommend that employers’ UI accounts not be charged for the cost of any work-sharing benefits for which the state is receiving federal reimbursement, thus boosting employer incentives to use work sharing in lieu of layoffs during periods in which unemployment is already high. Most states would need to make changes to their UI laws in order to permit noncharging of employers during future periods of federal funding for work-sharing benefits. To facilitate these changes, we recommend that the Department of Labor be directed to provide model legislative language for the states.

**IMPLEMENTATION**

These proposals would be enacted through a combination of legislation and administrative actions by the Department of Labor. Congress would enact legislation so that federal funding for half of state work-sharing benefits is triggered whenever extended UI benefits under the Federal-State Extended Unemployment Compensation Act of 1970 are triggered. Congress also would enact legislation to add the following requirements for state participation in the federal–state UI compensation system: (1) the participating state has a work-sharing program, (2) the state’s work-sharing program does not charge employers who use work sharing higher UI tax rates than they would charge employers if the same benefits were paid to a laid-off worker, and (3) the state’s work-sharing program does not prohibit employers from participating in work sharing based on their past usage of the UI system. Congress would need to include provisions in this legislation stipulating that employers’ UI accounts not be charged for any work-sharing benefits for which the state is receiving federal reimbursement. And when Congress passed legislation to extend the maximum duration of UI benefits it would need to include 100 percent support for any work-sharing benefits paid.

The Department of Labor would use its statutory authority to modify the formula for allocating UI administrative dollars to states to ensure that adequate support is provided for operating a work-sharing program. Congressional action to raise the total funding available for UI administrative expenses might be needed to ensure that increased funding for the administration of work-sharing programs do not lead to other UI operations being shortchanged and that states have the capacity to take appropriate steps to make employers aware of the work-sharing option.

**COSTS AND BENEFITS**

Given the costs imposed by unemployment, increased substitution of work sharing for job layoffs in the United States would have many benefits. The varied costs of unemployment range from diminished health of laid-off workers to lower lifetime earnings, and are well-established in the academic literature. And as noted earlier, work sharing is an especially promising remedy for unemployment; if used at the levels seen in some European countries, work sharing could potentially have saved up to one in eight of the jobs lost during the Great Recession. With fewer people losing their jobs, unemployment—most importantly long-term unemployment—could have been alleviated. In addition, an increased reliance on work sharing would lower job turnover rates and the associated firing, hiring and training costs.

Expanding work sharing in the United States could, however, have significant economic costs. Work-sharing programs are intended for businesses experiencing temporary reductions in demand, as is particularly common during recessions. But recessions also serve to weed out inefficient businesses and
improve the allocation of resources in the economy. A major concern about expanding work-sharing programs is that they will impede needed structural adjustment in the economy (OECD 2010a). Given that there are limits on the length of time that a work-sharing plan can be in effect, however, any impediments to structural adjustment would likely be minor. Also, given the large number of individuals seeking work during a recession, firms that are hiring during recessions generally will not have difficulty finding qualified workers.

On balance, in view of the high individual and social costs associated with unemployment and the relatively low risk of significantly inhibiting structural change, the benefits associated with expanding work-share programs likely outweigh the costs. While work sharing may not be a panacea for reducing painful adjustment in the labor market, the United States could benefit from using it more extensively.

Questions and Concerns

*Given the relative ease of firing workers in the United States compared to some other countries, will U.S. employers shift from using layoffs to work share in sufficient numbers to have a noticeable impact on unemployment?*

Some might argue that efforts to promote work sharing in the United States are doomed to fail, given the relative ease of hiring and firing in this country. Part of the reason work sharing is attractive to employers in other developed countries is that requirements for advance notice and severance payments to laid-off workers make layoffs costly, which increases the appeal of work sharing as an alternative. The much weaker notice requirements applicable to layoffs in the United States and the fact that employers generally are not required to make severance payments to laid-off workers may be an important explanation for the very low take-up of work sharing in this country.

The experience in Rhode Island, however, provides a basis for optimism about what it is possible to accomplish in the United States, even without the changes we have recommended to make work sharing more attractive to U.S. employers. The level of usage in Rhode Island was similar to that in countries such as France and the Netherlands, and suggests that other factors are behind the low use of work sharing in this country.

*By reducing layoffs, will work-share programs inhibit needed structural adjustment?*

Some express concern that such measures could cause workers employed at declining enterprises to delay seeking alternative employment, thereby impeding needed reallocations to growing enterprises and sectors (see, for example, OECD 2010a). During a recession, however, firms typically have little difficulty in attracting new recruits, and any effect of work sharing on the pace of economic reallocation cannot be large.

Conclusion

High unemployment during recessions has lasting adverse effects for workers who lose their jobs and for future generations. Work sharing has been an effective policy tool in other developed countries to combat unemployment during recessions, but has been little-used in this country. While some doubt work sharing could ever be used successfully in a country with few impediments to layoffs, many American employers, when faced with a temporary reduction in demand, would like to retain valued employees and could benefit from a work-sharing program. Other factors, including lack of information about the work-sharing option and features that tilt the UI system in the United States toward layoffs, likely have inhibited broader adoption of the program by states and greater use by employers in states where the program is available.

Measures passed as part of the Middle Class Tax Relief and Job Creation Act of 2012 will help reduce the barriers to work sharing in states. We argue, however, that stronger action at the federal level is needed to reduce the bias in the UI system that favors layoffs instead of work sharing. These include effectively mandating that the twenty-four states currently without work-sharing provisions in their UI system adopt them; changing federal requirements concerning maintenance of full retirement benefits, the UI tax rates assessed on work-share employers, and program eligibility under state work-sharing laws to mitigate existing incentives to lay off workers and increase employer take-up of these programs; and providing states with adequate funding to operate their work-sharing programs. Most importantly, we recommend that automatic mechanisms be put in place for federal support of work-sharing benefits during periods of high unemployment, in the same way that the federal government supports extended regular UI benefits for individuals who have been laid off during such periods.
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Introduction

Rising wage inequality and stagnant real wages have contributed to inequality in family incomes during the past three decades. While the expansion of the Earned Income Tax Credit (EITC) and the Supplemental Nutrition Assistance Program (SNAP) have helped mitigate the impact on low-income families (Bitler and Hoynes 2010), federal minimum wage policy has not contributed to the solution. The federal minimum wage has failed to keep pace with both the cost of living and the median wage in the labor market. As a consequence, working full-time at the minimum wage does not allow many families to escape poverty, or to attain economic self-sufficiency.

State and local governments can set minimum wages in excess of the statutory federal minimum wage. Indeed, state and local governments have played an important role in establishing minimum wages across the country; as a result, thirty-seven states had state minimum wages exceeding the federal level in 2007 prior to the most recent federal increase. Cities, too, have begun setting higher minimum wages, as evidenced by city-level wage minimums in Albuquerque, San Francisco, San Jose, Santa Fe, Seattle, and Washington, DC; other cities are actively exploring possibilities of raising minimum wages.

In this policy memo, I propose a framework for effective state and local minimum wage policy. First, I propose using half the local-area median wage as an important gauge for setting an appropriate level of the minimum wage. Second, I propose that state and local governments take into account the local cost of living as a relevant consideration in setting a minimum wage, and I provide estimates of how state minimum wages would vary if they reflected cost-of-living differences. I also recommend the use of regional consumer price indexes (CPIs) to index the local minimum wage. Finally, I propose that cities and counties coordinate regional wage setting to mitigate possible negative effects of local mandates.

The implementation of the state and local framework does not override the need for reform at the federal level. Thoughtful reforms to the federal minimum wage can help reduce poverty and mitigate inequality. The federal minimum wage has been the focus of substantial debate by academics and policymakers; this proposal focuses on state and local reforms that have received substantially less attention. These state and local reforms can be an important part of the policy portfolio for reducing the incidence of poverty and for helping low-income families support themselves as they strive toward the middle class. In particular, although the federal minimum wage serves as a floor in the labor market, there is some room for additional increases in higher-wage areas.

The Challenge

RISING INEQUALITY AND STAGNANT WAGES

For much of the past three decades, the wages of those at the bottom of the wage distribution have failed to keep up with overall economic gains. Most of the wage increase has occurred among the top half of the wage distribution, especially since
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the 1990s. Wages in the lower half rose only during the period of low unemployment in the late 1990s. As a result, the 90th percentile real wage grew by over 30 percent between 1973 and 2011, while the median and 10th percentile real wages grew by less than 5 percent over the same period.

Many factors spurred this dramatic rise in wage inequality, including technological change, de-unionization, increased trade and offshoring, and deregulation (Autor, Katz, and Kearney 2008; Firpo, Fortin, and Lemieux 2011; Philippon and Reshef 2012). However, there is also evidence that a falling real minimum wage has contributed to this growth in inequality. In particular, Autor, Manning, and Smith (2014) find that movements in the minimum wage played an important (though not predominant) role in determining the 50/10 wage gap—a measure that highlights wage inequality in the bottom half of the distribution by comparing how middle earners (50th percentile) fared relative to the lowest earners (10th percentile). The decline in the value of the minimum wage has also had a larger effect on inequality for female workers since they tend to be paid less than male workers.

**A DECLINE IN THE MINIMUM WAGE**

The federal minimum wage, which has not kept up with the cost of living, reached its high-water mark in 1968. While the specific value varies with the price index used, all measures point toward the real minimum wage falling over time. Using the CPI-U-RS—a revised inflation index that uses current methods for computing inflation—the minimum wage in 2014 dollars stood at $9.59 per hour in 1968 and $8.58 per hour in 1979. During the 1980s, the real minimum wage declined substantially, and over the intervening twenty years it has largely treading water, reaching a historical low of $6.07 per hour in 2006 prior to the last federal increase. It now stands at $7.25 per hour.

The failure of the minimum wage to keep up with inflation means that, for workers earning the minimum wage, each hour of labor purchases fewer goods and services. And since measures of poverty are indexed to inflation, an unindexed minimum wage means that these workers must work more hours to stay above poverty. Recent evidence suggests that workers earning close to the minimum wage are increasingly those who rely on their earnings to support necessary household consumption, as opposed to those who are dependents of workers with higher earnings. For example, between 1979 and 2011, the share of low-wage workers—defined as those with hourly wages of $10.00 or less in 2011 dollars—who are younger than twenty-five fell from 47.1 percent to 35.7 percent (Schmitt and Jones 2012).

These concerns are exacerbated in states and localities with high costs of living. In these areas, workers earning the minimum wage are especially challenged to pay for food and housing, or obtain other necessary goods and services. Effectively, to escape poverty these workers must earn significantly more than their counterparts in low-cost areas. Workers in areas with high median wages, which are often those with high costs of living, are also subjected to greater levels of local income inequality. In short, the problems associated with a stagnant and inadequate minimum wage are exacerbated in high-cost, high-wage areas.

Low minimum wages are also problematic when they deviate too far from the median wage because they are a reflection of the bottom of the wage distribution falling behind the rest of the distribution. For this reason, economists often consider the ratio of the minimum to the average or median wage, also known as the Kaitz index. There are three reasons to pay attention to this measure, especially using the median as the reference wage. First, a comparison of the minimum wage to the median offers a guide for how binding a particular minimum wage increase is likely to be, and what type of wage the labor market can bear. When this ratio is low—say around 0.2—minimum wage policy is not raising the wages of many workers. In contrast, a high ratio—say around 0.8—indicates a highly interventionist policy where the minimum wage is dramatically compressing differences in wages for nearly half the workforce. Second, this comparison also provides us with a natural benchmark for judging how high or low a minimum wage is across time periods or across countries that vary in terms of their labor markets and wage distributions. Third, the median wage also provides a natural reference point for judging what is a reasonable minimum wage level: no one expects that the minimum wage should be set equal to the median wage, but fairness may become a factor when the minimum wage falls below, say, one-fourth or one-fifth of the median wage.

A natural target is to set the minimum wage to half of the median full-time wage. This target has important historical precedence in the United States: in the 1960s, this ratio was 51 percent, reaching a high of 55 percent in 1968. Averaged over the 1960–1979 period, the ratio stood at 48 percent. Approximately half the median full-time wage is also the norm among all OECD countries with a statutory minimum wage. For OECD countries, on average, the minimum wage in 2012 (using the latest data available) was equal to 49 percent of the median wage; averaged over the entire sample between 1960 and 2012, the minimum stood at 48 percent of the median (OECD 2013). In contrast, the U.S. minimum wage now stands at 38 percent of the median wage, the third-lowest...
among OECD countries after Estonia and the Czech Republic (ibid.). (See figure 13-1.)

A New Approach

Adequate state and local minimum wages play an important role in the antipoverty agenda and can compensate for inaction at the federal level. To ensure that wages sufficiently support the lowest-paid workers, I propose that state and local governments gauge their minimum wage to half the local-area median wage. In addition, I propose that states consider the local cost of living when establishing a minimum wage, and that the statutory minimum wage be automatically indexed to inflation to protect against real declines in the wage floor. Finally, I propose that local governments engage in regional wage setting to protect against the unintended consequences of raising the minimum wage.

STATE-LEVEL POLICIES

State initiatives are a sensible strategy in many places with particularly high wages. One way to gauge what constitutes a reasonable target level is to consider the ratio of the minimum to the median wage: a value of 50 percent is in line with the international average and with the U.S. historical average during the 1960s and 1970s. For the purpose of national and international comparability, table 13-1 shows the value of one-half the median full-time wage in 2012 for each state, adjusted to 2014 dollars. Since wages vary substantially by state, the median-adjusted target minimum wage ranges between $12.45 (Massachusetts) and $7.97 (Mississippi). Fourteen states—mostly those in the Northeast and on the West Coast—would see their minimum wage rise above $10.00 per hour with this proposal. In contrast, eighteen states would see their minimums set below $9.00 per hour. It is important to note that the proposed minimum wage would exceed the current federal minimum of $7.25 in all states.

State-level add-ons to the minimum wage thus seem to be a sensible strategy in these high-wage states. Indeed, many states are already doing this: as of now, eleven of the fourteen states whose target minimum wage exceeds $10.00 per hour currently have state minimums exceeding $7.25 per hour. When we factor in current and planned minimum wage increases by states, raising the minimum wage to half the median full-time wage in each state by 2016 would entail a 26.2 percent increase in the statutory minimum wage. (This estimate is a population-weighted average over all fifty states...
using the maximum of the state or federal minimum wage for each state.) Some states (e.g., California, Nevada, Oregon, and Vermont) would need only small adjustments to their baseline policy (under 10 percent). In contrast, higher-wage states (e.g., Maryland, Massachusetts, New Hampshire, and Virginia) would require substantial increases, exceeding 50 percent. When implementing as substantial an increase as in this latter group of states, a longer phase-in period may be desirable.

### Table 13.1
Target Minimum Wage by State, Adjusted Based on Median Wage and Regional Price Parity

<table>
<thead>
<tr>
<th>State</th>
<th>Median Wage–Adjusted (in dollars)</th>
<th>Regional Price Parity–Adjusted (in dollars)</th>
<th>Median Wage–Adjusted (in dollars)</th>
<th>Regional Price Parity–Adjusted (in dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Massachusetts</td>
<td>12.45</td>
<td>10.45</td>
<td>Indiana</td>
<td>9.41</td>
</tr>
<tr>
<td>Connecticut</td>
<td>12.01</td>
<td>10.67</td>
<td>Missouri</td>
<td>9.35</td>
</tr>
<tr>
<td>Maryland</td>
<td>11.69</td>
<td>10.85</td>
<td>Iowa</td>
<td>9.30</td>
</tr>
<tr>
<td>New Jersey</td>
<td>11.45</td>
<td>11.12</td>
<td>Arizona</td>
<td>9.27</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>11.20</td>
<td>10.35</td>
<td>North Dakota</td>
<td>9.21</td>
</tr>
<tr>
<td>Alaska</td>
<td>10.96</td>
<td>10.44</td>
<td>Hawaii</td>
<td>9.07</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>10.96</td>
<td>9.62</td>
<td>Florida</td>
<td>9.06</td>
</tr>
<tr>
<td>Virginia</td>
<td>10.83</td>
<td>10.06</td>
<td>Nevada</td>
<td>8.99</td>
</tr>
<tr>
<td>Washington</td>
<td>10.76</td>
<td>10.06</td>
<td>New Mexico</td>
<td>8.96</td>
</tr>
<tr>
<td>New York</td>
<td>10.46</td>
<td>11.25</td>
<td>Ohio</td>
<td>8.96</td>
</tr>
<tr>
<td>Minnesota</td>
<td>10.36</td>
<td>9.51</td>
<td>Kansas</td>
<td>8.85</td>
</tr>
<tr>
<td>California</td>
<td>10.21</td>
<td>11.01</td>
<td>Texas</td>
<td>8.82</td>
</tr>
<tr>
<td>Colorado</td>
<td>10.18</td>
<td>9.91</td>
<td>Idaho</td>
<td>8.77</td>
</tr>
<tr>
<td>Illinois</td>
<td>10.07</td>
<td>9.81</td>
<td>Montana</td>
<td>8.71</td>
</tr>
<tr>
<td>Delaware</td>
<td>9.96</td>
<td>9.97</td>
<td>Nebraska</td>
<td>8.71</td>
</tr>
<tr>
<td>Michigan</td>
<td>9.96</td>
<td>9.20</td>
<td>Oklahoma</td>
<td>8.71</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>9.96</td>
<td>9.62</td>
<td>South Carolina</td>
<td>8.71</td>
</tr>
<tr>
<td>Utah</td>
<td>9.96</td>
<td>9.44</td>
<td>Tennessee</td>
<td>8.71</td>
</tr>
<tr>
<td>Oregon</td>
<td>9.69</td>
<td>9.63</td>
<td>North Carolina</td>
<td>8.64</td>
</tr>
<tr>
<td>Wyoming</td>
<td>9.62</td>
<td>9.40</td>
<td>Alabama</td>
<td>8.54</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>9.60</td>
<td>9.06</td>
<td>Kentucky</td>
<td>8.37</td>
</tr>
<tr>
<td>West Virginia</td>
<td>9.54</td>
<td>8.64</td>
<td>South Dakota</td>
<td>8.30</td>
</tr>
<tr>
<td>Georgia</td>
<td>9.46</td>
<td>8.97</td>
<td>Louisiana</td>
<td>8.14</td>
</tr>
<tr>
<td>Maine</td>
<td>9.46</td>
<td>9.58</td>
<td>Arkansas</td>
<td>7.97</td>
</tr>
<tr>
<td>Vermont</td>
<td>9.46</td>
<td>9.84</td>
<td>Mississippi</td>
<td>7.97</td>
</tr>
</tbody>
</table>

Sources: Unicon Research Corporation 2012; Bureau of Economic Analysis n.d.; author’s calculations.

Note: Median wage–adjusted values are half of the median real wages (in 2014 dollars) for each state in 2012 for full-time, non-self-employed workers using the March Supplement of the Current Population Survey. Regional price parity–adjusted wages use the Bureau of Economic Analysis regional price parity index for each state.
While the median wage is a good measure of how binding a minimum wage would be, an additional consideration is cost of living, which tends to be greater in urban areas. To provide an alternative adjustment, table 13-1 also reports the level of minimum wage that would prevail in a state if a $9.75 federal minimum wage—chosen because that is half the median full-time wage nationally—were adjusted using the regional price parity index for that state. To make this an apples-to-apples comparison, both methods entail a similar overall increase in the minimum wage, letting the exact pattern vary across states based on the median wage, as opposed to just on the cost of living.

There is considerable similarity in the target minimum wage constructed using the two methods. This is to be expected since high-wage states also tend to have higher costs of living. Nine states show up in both top ten lists, for example, and for all but five states, the two methods produce a target minimum wage that differs by less than 10 percent.

The overlap is imperfect, however. For example, whereas Massachusetts has the highest median wage of all states, it ranks sixth in terms of the cost of living. Similarly, California ranks twelfth based on median wage, but third based on cost of living. More generally, while the recommended increase in the minimum wage is similar under the two approaches when averaged across all states (i.e., 26.2 percent versus 22.5 percent average increase in the statutory minimum wage), the regional price adjustment produces a narrower range: between $8.42 and $11.43 instead of between $7.97 and $12.45.

Under my proposal, state policymakers should put the greatest emphasis on how binding the minimum wage would be as proxied by half the median wage. This is an important metric for gauging the extent of an intervention in the functioning of the labor market. Often this will also reflect cost-of-living differences across areas. When the regional price parity–adjusted minimum wage differs considerably from the median wage–adjusted value, however, policymakers would do well to also consider the regional price information—perhaps splitting the difference between the two approaches.

Finally, my proposal would index the state minimum wages to the regional CPI. This practice is attractive since the annual adjustment makes the process predictable and also responsive to local conditions. Importantly, it eliminates the need for revisiting a contentious policy issue year after year. As it stands, twelve states already have indexed their minimum wages, paving the way for more to do the same. A few states, including Nevada and Oregon, have adopted practices that are very close to my recommendations: they have set the minimum wage close to half the median wage, and have also indexed their wage to the CPI.

### CITY-LEVEL POLICIES

While state-level minimum wages have been the most common means of allowing for regional variation, city-level policies have become increasingly important in policy discussions. Since major metropolitan areas tend to have both higher wages and higher costs of living, minimum wage add-ons may make sense for large cities.

Table 13-2 considers the twenty largest metropolitan areas in the country. Similarly to the state-level policies, I construct both a median wage–adjusted and a regional price parity–adjusted level of the minimum wage for each of these areas.

As table 13-2 reports, DC, San Francisco, Boston, New York, and Seattle are high-wage metropolitan areas where half of the 2012 full-time median wage was at least as large as $11.85 per hour in 2012 (in 2014 dollars). In another eight metropolitan areas, half the full-time median wage exceeded $10.00 per hour. These metropolitan areas represent a second tier of possible laboratories for experimenting with local supplements. Some of these cities are in areas where local wage standards are preempted, but others are free to pursue policies.

Washington, DC and San Francisco already have local minimum wages, and Seattle recently enacted a city-wide minimum wage policy. New York is actively exploring possibilities. The San Francisco experience has been studied and documented extensively (Dube, Naidu, and Reich 2007, 2014). That city currently requires a minimum wage of $10.55 per hour for all workers within city limits and this new minimum wage has raised pay in the bottom of the distribution. Yet employment growth does not appear to have been adversely affected in that city relative to its surrounding areas, even in a high-impact sector like restaurants. Furthermore, Reich, Jacobs, and Dietz (2014) review the literature on four city minimum wage standards, and find that they were implemented without evidence of adverse effects.

A final consideration for local wage setting is regional coordination. Although existing evidence does not indicate substantial movements of businesses across policy borders to avoid a higher minimum wage, such movements may be more likely at higher levels of the minimum wage. Regional coordination in wage setting across economically connected areas can reduce these risks.

One possibility is a regional collaboration in wage setting, as exemplified in the Washington, DC metropolitan area. DC, Prince George’s County (Maryland), and Montgomery County (Maryland) coordinated on a simultaneous minimum wage increase, though the extent of the increase varied by overall wage levels. Similarly, in the San Francisco Bay area, the cities of San Francisco and San Jose have both instituted citywide
wages; Oakland, Berkeley, and Richmond are currently considering following suit. This type of policy coordination makes both economic and political sense because it reduces cross-jurisdictional competition and the possibility of business relocations.

**COSTS AND BENEFITS**

The framework for reforming state and local minimum wages would have various positive economic benefits, including higher wages and lower poverty. The costs, such as negative employment effects, are expected to be minimal.

**Impact on Wages**

Under my proposal, the average minimum wage in 2016 across fifty states would rise from $7.71 per hour to $9.73 per hour in 2014 dollars—a 26.2 percent increase (see table 13-3). An increase in the binding minimum wage would benefit a substantial number of workers: those whose wages would be

---

**TABLE 13-2.**

<table>
<thead>
<tr>
<th>Metropolitan Area</th>
<th>Median Wage–Adjusted (in dollars)</th>
<th>Regional Price Parity–Adjusted (in dollars)</th>
<th>Population (in millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washington, DC–Arlington–Alexandria, DC–VA–MD–WV</td>
<td>13.51</td>
<td>11.73</td>
<td>5.64</td>
</tr>
<tr>
<td>San Francisco–Oakland–Hayward, CA</td>
<td>13.37</td>
<td>11.81</td>
<td>4.34</td>
</tr>
<tr>
<td>Seattle–Tacoma–Bellevue, WA</td>
<td>11.85</td>
<td>10.42</td>
<td>3.44</td>
</tr>
<tr>
<td>Baltimore–Columbia–Towson, MD</td>
<td>11.66</td>
<td>10.66</td>
<td>2.71</td>
</tr>
<tr>
<td>Minneapolis–St. Paul–Bloomingon, MN–WI</td>
<td>11.23</td>
<td>10.03</td>
<td>3.35</td>
</tr>
<tr>
<td>San Diego–Carlsbad, CA</td>
<td>10.36</td>
<td>11.59</td>
<td>3.10</td>
</tr>
<tr>
<td>Los Angeles–Long Beach–Anaheim, CA</td>
<td>10.24</td>
<td>11.51</td>
<td>12.83</td>
</tr>
<tr>
<td>St. Louis, MO–IL</td>
<td>10.11</td>
<td>8.66</td>
<td>2.79</td>
</tr>
<tr>
<td>Atlanta–Sandy Springs–Roswell, GA</td>
<td>9.85</td>
<td>9.31</td>
<td>5.29</td>
</tr>
<tr>
<td>Riverside–San Bernardino–Ontario, CA</td>
<td>9.62</td>
<td>10.35</td>
<td>4.22</td>
</tr>
<tr>
<td>Dallas–Fort Worth–Arlington, TX</td>
<td>9.59</td>
<td>9.84</td>
<td>6.43</td>
</tr>
<tr>
<td>Houston–The Woodlands–Sugar Land, TX</td>
<td>9.50</td>
<td>9.81</td>
<td>5.92</td>
</tr>
<tr>
<td>Tampa–St. Petersburg–Clearwater, FL</td>
<td>9.07</td>
<td>9.68</td>
<td>2.78</td>
</tr>
<tr>
<td>Miami–Fort Lauderdale–West Palm Beach, FL</td>
<td>8.55</td>
<td>10.23</td>
<td>5.56</td>
</tr>
</tbody>
</table>

Sources: Ruggles et al. 2010; Bureau of Economic Analysis n.d.; author’s calculations.

Note: Median wage–adjusted values are half of the median real wages (in 2014 dollars) for each metropolitan area in 2010–2012 for full-time, non-self-employed workers using American Community Survey data. Regional price parity–adjusted wages use the Bureau of Economic Analysis regional price parity index for each metropolitan area.
directly raised by a higher wage floor, and those whose wages would rise through a ripple effect extending beyond the new wage floor by around 50 percent of the wage increase. For example, if a state raised its minimum wage by $2.00 from $7.25 per hour to $9.25 per hour, workers earning up to $10.25 per hour—$1.00 above the new minimum, or 50 percent of the wage increase—would see their wages rise.

Rises in the minimum wage would affect many workers who are not dependents of older, higher-paid workers. Estimates of a raise in the federal minimum wage to $10.10 per hour indicate that the average age of the impacted worker would be thirty-five, and that the majority (51 percent) of those impacted by a wage increase would be aged thirty or older, while only 13 percent would be aged twenty or younger (Cooper 2013). More than half (55 percent) of those affected by a federal increase would be women, and about the same number (54 percent) would be full-time workers. While only 19 percent of all workers have family incomes less than twice the official poverty line, 50 percent of workers affected by a minimum wage increase would be in such families (CBO 2013). These trends at the federal level would likely persist at the state and local levels as well. In sum, the evidence strongly contradicts the suggestion that the typical affected worker is a teenager working for pocket money. While the minimum wage does not explicitly target individuals from families with very low incomes, most of the gains from the policy will accrue to those with low and moderate incomes.

Impact on Employment

A concern with raising the minimum wage is that businesses will respond by cutting back on hiring, thereby reducing jobs. My review of the academic evidence suggests that this impact will likely be small.

In the 1990s, groundbreaking work by Card and Krueger (1994, 2000) built a case-study approach to studying minimum wages. These authors relied on comparing adjacent states like New Jersey and Pennsylvania when one state increased the minimum wage. In the past decade, the Card and Krueger approach has been generalized and refined. Dube, Lester, and Reich (2010) considered all adjacent counties straddling state borders for which data were available continuously for the full period between 1990 and 2006, and found no evidence of job losses for high-impact sectors such as restaurants and retail. In follow-up work, Dube, Lester, and Reich (2013) used the same cross-border methodology to study the effect on teens and found no discernible impact on their employment; Dube and Zipperer (2014) confirm these findings using a “synthetic control group approach,” which is a recent innovation in empirical labor economics. Other researchers have obtained similar results. Addison, Blackburn, and Cotti (2009, 2012) found that once they accounted for trends in sectoral employment, there was no evidence of job loss in the retail or restaurant sectors; recent work by Hoffman (2014) finds no evidence of teen job losses using state-level case studies during the 2000s.

TABLE 13-3.
Impact on Poverty by 2016 of Raising State Minimum Wages to Half of the State Median Wage

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Low</th>
<th>Preferred</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline statutory minimum wage (in dollars)</td>
<td>7.71</td>
<td>7.71</td>
<td>7.71</td>
</tr>
<tr>
<td>Statutory minimum wage under proposal (in dollars)</td>
<td>9.73</td>
<td>9.73</td>
<td>9.73</td>
</tr>
<tr>
<td>Change in statutory minimum wage (in percent)</td>
<td>26.2</td>
<td>26.2</td>
<td>26.2</td>
</tr>
<tr>
<td>Baseline nonelderly poverty rate (in percent)</td>
<td>15.8</td>
<td>15.8</td>
<td>15.8</td>
</tr>
<tr>
<td>Nonelderly poverty rate under proposal (in percent)</td>
<td>15.4</td>
<td>15.0</td>
<td>14.6</td>
</tr>
<tr>
<td>Change in poverty rate (in percentage points)</td>
<td>–0.4</td>
<td>–0.8</td>
<td>–1.2</td>
</tr>
<tr>
<td>Change in population living in poverty (in thousands)</td>
<td>–1,061</td>
<td>–2,238</td>
<td>–3,366</td>
</tr>
</tbody>
</table>

Source: Dube 2014.
Note: All dollar figures are in 2014 dollars. The statutory minimum wage in this table refers to the population-weighted average minimum wage over all fifty states using the maximum of the state or federal minimum wage for each state. The details of the calculations are available at www.arindube.com/THP_projections.pdf.
To be sure, some studies in the literature do suggest more-sizeable job losses. These include estimates using the state-panel approach pioneered by Neumark and Wascher (1992), as recently discussed in Neumark, Salas, and Wascher (2013). My own view is that this approach is less empirically compelling than the cross-border methodology and other more-sophisticated ways of constructing comparison groups that I have used in my own work, as described above and discussed in Allegretto and colleagues (2013). Overall, I believe the best evidence concludes that the net impact of the proposed increase in the real statutory minimum wage would be likely small, and likely too small to be meaningfully different from zero. In addition, there is growing evidence that increased minimum wages reduce job turnover (see Brochu and Green 2013 and Dube, Lester, and Reich 2013). This finding is largely driven by a reduction in vacancies that result from fewer workers leaving jobs and the easier recruitment of workers into higher-paying jobs.

**Impact on Poverty**

Minimum wage policies tend to increase incomes of low- and moderate-income families. However, the antipoverty aspect of the minimum wage is limited because many families under the poverty line do not have substantial attachment to the labor force. A review of past research finds that, on average, a 10 percent increase in the statutory minimum wage leads to a 1.5 percent reduction in the number of individuals in poverty (Dube 2014).

My own analysis uses more and more-recent data, along with a wider range of statistical techniques than the existing studies, and finds that a 10 percent increase in the minimum wage would reduce the poverty rate among the nonelderly population by between 1.2 and 3.7 percent, with the best estimate suggesting a reduction of 2.4 percent (Dube 2014). In particular, robust evidence shows that an increase in the minimum wage raises family incomes for the bottom 20 percent of the family income distribution. Strong evidence also finds that not just the incidence of poverty but also the depth of poverty would be reduced, as measured by the poverty gap.

Overall, the evidence suggests that the poverty reduction effects are somewhat larger in magnitude for African-American or Hispanic individuals, and for children under age eighteen. The effects are somewhat smaller for single mothers and for younger adults. However, the impacts are larger in magnitude for young adults with no more than a high school diploma.

As mentioned above, the statutory minimum wage averaged over all fifty states would rise 26.2 percent by 2016 under my proposal. Dube (2014) provides a range of estimates for how the poverty rate responds to a higher minimum wage. These estimates, along with state-by-state projected increases in the minimum wage, suggest that the poverty rate among the nonelderly would fall by anywhere between 0.4 and 1.2 percentage points, representing between 1.1 and 3.4 million fewer individuals in poverty. The best estimate suggests that the national nonelderly poverty rate would decline from 15.8 percent to 15.0 percent, and 2.2 million fewer people would live in poverty.

**Questions and Concerns**

**What about the federal minimum wage?**

The federal minimum wage plays an important role in setting a nationwide standard. However, a one-size-fits-all approach creates avoidable trade-offs: states as dissimilar as Massachusetts and Mississippi have different capacities to absorb a minimum wage of, say, $11.00 per hour, and a single minimum wage has to balance the needs of states at both ends of the spectrum. By allowing some variation across states, we can raise, say, the Massachusetts minimum wage to a reasonably high level while not putting, say, Mississippi at risk. Leaving minimum wage setting altogether to states, however, will mean that patterns will reflect the vagaries of politics across fifty states. For example, in spite of the popularity among voters of raising the minimum wage, state legislatures do not do so in a regular fashion, and many states have implemented such policies only via costly ballot initiatives. Therefore, the lack of a federal standard can subject low-wage workers in many states to a substantial amount of risk. A moderate level of federal minimum wage, coupled with state-level add-ons, offers a judicious balance.

**Are there more-efficient or generally better ways to alleviate poverty?**

Increases in the minimum wage have been shown to substantially aid low-income families; most of the gains from the policy accrue to low- and moderate-income families. At the same time, it is also true that the policy specifically targets low-wage workers and not individuals in poverty. Were we to assess public policies based only on their efficacy in reducing poverty, we should prefer more-targeted policies like cash transfers, SNAP, and programs that raise the employment rate for highly disadvantaged groups. The EITC, in particular, is well-targeted at those with very low incomes. It is important to point out, however, that as currently structured, the EITC provides only minimal assistance to adults without children, and may hurt some childless adults through a negative incidence on wages. Because the EITC increases the labor supply, 27 cents of every dollar of EITC
spending accrue to employers as lower wages (Rothstein 2010; Lee and Saez 2012). Moreover, raising funds for the EITC by taxing higher-income individuals also entails efficiency costs, which suggests an additional rationale for raising pretax earnings for low-wage workers (Hendren 2014). For these reasons, it makes sense to combine programs like the EITC with a minimum wage increase.

Is there enough empirical evidence to support increasing the minimum wage to half the full-time median wage?

The proposed increase of the minimum wage to half the full-time median wage does go somewhat above the range from which we can draw the best empirical evidence. This obstacle is difficult to avoid given the rather low levels of minimum wages since 1980. A number of additional factors make it reasonable to apply the existing estimates when evaluating this proposal, however. First, an increase in the minimum wage from 41 percent to 50 percent of the median full-time wage, while substantial, is still cautious. It maintains the ratio within both historical and international bounds. Second, existing U.S. evidence that suggests small employment effects is based on a number of states (e.g., Nevada, Oregon, Vermont) that have all raised their state minimum wages to levels that surpass 46 percent of their median full-time wage. Finally, evidence from the United Kingdom suggests that raising the minimum wage close to the median full-time wage is not associated with sizable effects on employment (Manning 2012).

Would raising the minimum wage affect prices?

A higher minimum wage could lead to higher prices, especially for industries that employ high levels of low-wage labor. To date, the clearest evidence on the effects on prices comes from Aaronson, French, and MacDonald (2008), who find that a 10 percent minimum wage increase would raise fast-food prices by around 0.7 percent. On average, my proposal would raise fast-food prices by under 2 percent. While restaurant prices will see likely increases from minimum wage increases, the overall price level (e.g., the CPI) is unlikely to be noticeably affected by minimum wage hikes.

Conclusion

Minimum wage policies are not an antipoverty panacea. They do, however, tend to raise wages for America’s lowest-paid workers—making an adequate minimum wage an important pillar of a national antipoverty agenda. Under my proposal, the poverty rate would likely decline by a little under 1 percentage point, meaning that 2.2 million fewer individuals would live in poverty.

Setting the state and local minimum wages close to half the median full-time wage is a well-balanced policy option. Such a target is close to both U.S. experiences during the 1960s and 1970s and to current practice in advanced industrialized countries. While it pushes the minimum wage beyond the experience over the recent period in this country, it does so in a measured fashion. In addition, states and localities should consider the local cost of living when setting minimum wage policy and should index wage levels for inflation. Incorporating all of these criteria into minimum wage laws would lead to substantially higher wage floors in a subset of states: based on a half-median wage standard, fourteen states would have a minimum exceeding $10.00 per hour, while based on cost-of-living considerations, ten states would do so.

Possible negative impacts of a higher minimum wage can be mitigated with regional wage coordination—localities can cooperate to set adequate minimum wage policies. This strategy, combined with minimum wage laws that set the wage floor based on local economic conditions, can lead to lower poverty, reduced inequality, and more-adequate wages, all while mitigating the potential negative impacts on employment.
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Introduction

Public administrators have always been interested in identifying cost-effective strategies for managing their programs. As government agencies invest in data warehouses and business intelligence capabilities, it becomes feasible to employ analytic techniques used more-commonly in the private sector. Predictive analytics and rapid-cycle evaluation are analytical approaches that are used to do more than describe the current status of programs: in both the public and private sectors, these approaches provide decision makers with guidance on what to do next.

Predictive analytics refers to a broad range of methods used to anticipate an outcome. For many types of government programs, predictive analytics can be used to anticipate how individuals will respond to interventions, including new services, targeted prompts to participants, and even automated actions by transactional systems. With information from predictive analytics, administrators can identify who is likely to benefit from an intervention and find ways to formulate better interventions. Predictive analytics can also be embedded in agency operational systems to guide real-time decision making. For instance, predictive analytics could be embedded in intake and eligibility determination systems, prompting frontline workers to review suspect client applications more-closely to determine whether income or assets may be understated or deductions underclaimed.

Rapid-cycle evaluation, another decision-support approach, uses evaluation research methods to quickly determine whether an intervention is effective, and enables program administrators to continuously improve their programs by experimenting with different interventions. Like predictive analytics, rapid-cycle evaluation leverages the data available in administrative records. It can be used to assess large program changes, such as providing clients with a new set of services, as well as small program changes, such as rewording letters that encourage clients to take some action. This type of formative evaluation can be contrasted with the summative program evaluations familiar to many in the policy community. Summative program evaluations often assess whether a program has an impact by comparing program participants with nonparticipants. Rapid-cycle evaluation uses similar techniques, but does not examine the overall impact of the program. Instead, it assesses the impacts of changes to the program by comparing some program participants (with the change) to other program participants (without the change).1 For example, rapid-cycle evaluation can determine whether an employment training program can use text message prompts to encourage more clients to successfully complete program activities. In this way, rapid-cycle evaluation can identify incremental changes that make the program more effective for its clients, increasing the likelihood that a subsequent summative evaluation would identify large impacts relative to individuals not in the program.
We believe that these techniques can be used to help government programs—including social service programs serving low-income individuals—to improve program services while efficiently allocating limited resources. We believe that the use of predictive modeling and rapid-cycle evaluation—both individually and together—holds significant promise to improve programs in an increasingly fast-paced policy and political environment.

We propose that social service agencies take two actions. First, agency departments with planning and oversight responsibilities should encourage the staff of individual programs to conduct a thorough needs assessment. This assessment should identify where predictive analytics and rapid-cycle evaluation can be used to improve service delivery and program management. The assessment should also evaluate whether the benefits of adopting these tools outweigh the costs, resulting in a recommendation of whether and how these tools should be deployed. Second, federal agencies should take broad steps to promote the use of predictive analytics and rapid-cycle evaluation across multiple programs. These steps include investments in data quality and data linkage, as well as measures to support and promote innovation among agency staff.

The Challenge

Our proposal is based on the simple assumption that government programs could do better. This seems self-evident: despite decades of antipoverty efforts, the reality is that unemployment and underemployment, low food security, high poverty rates, and related problems persist. Rigorous evaluations of federal social programs show that many programs have little or even no impact on program participants.

In fact, even those programs held up as examples of proven, evidence-based programs demonstrate that government programs could do better. For example, the Coalition for Evidence-Based Policy identifies top-tier social programs with rigorous evidence of effectiveness, such as the Nurse-Family Partnership, Nevada’s Reemployment and Eligibility Assessment Program, the Transitional Care Model, and other programs (Coalition of Evidence-Based Policy 2012). Multiple randomized controlled trials on each of these programs show positive impacts on client outcomes. But even this positive evidence suggests these programs could be more effective. A systematic review of research on the Nurse Family Partnership program concludes that there is evidence of a positive impact on only seven of the twenty-five measures of child maltreatment, and on only five of the fifty-nine measures of child development and school readiness (U.S. Department of Health and Human Services n.d.). The Nevada Reemployment and Eligibility Assessment Program increased employment among participants, but only modestly: 52 percent of program participants were employed, which is higher—but not substantially higher—than the rate in the control group, in which 48 percent of participants were employed (Michaelides et al. 2012). In short, even programs highlighted as success stories have room for improvement. They could benefit more clients and they could have a larger impact on the clients they benefit.

The administrators of these and other programs are constantly seeking ways to improve outcomes. Some administrators seek to match clients with the right services. But without the right analytic tools, these administrators cannot determine if their services are targeted as effectively as possible. Other administrators seek to test new procedures aimed at improving program services. But again, without the right analytic tools, these administrators may get biased results, leading them to implement ineffective changes or to dismiss effective ones. In the end, progress toward program improvement is slow, and programs end up spending resources inefficiently and leaving participants underserved.

A New Approach

Because predictive analytics and rapid-cycle evaluation have the potential to improve program effectiveness, we believe that social service agencies should conduct thorough needs assessments to identify, program by program, where these tools can be used. The needs assessments should examine the quality of existing program data to determine whether they are robust enough for use in predictive analytics and rapid-cycle evaluation. The assessments should also examine whether and how programs can deploy predicted outcomes operationally in a way that improves program performance. Furthermore, they should assess whether and to what extent experiments can be conducted to test changes in program operations. In addition to conducting program-level needs assessments, agencies should also take steps to promote the use of these tools broadly across multiple programs. These steps could include investments to improve data systems, improve data governance, and promote a willingness among program staff to test program innovations.

To inform the needs assessment, this section begins with an explanation of how predictive analytics and rapid-cycle evaluation can be deployed in the administration of public programs. These tools are not commonly used at this time. Where possible, we provide real-world examples of the application of these tools. We supplement these examples with a discussion of potential applications. Agencies should
consider these real-world and potential applications when conducting their needs assessments.

**PREDICTIVE ANALYTICS**

At the individual level, predictive analytics leverages the fact that key outcomes and outputs for program clients are often correlated with the client’s prior behaviors, circumstances, and characteristics, as well as those of the client’s family, associates, service providers, and surroundings. By examining these correlations, predictive analytics methods can be used to rank program clients based on the likelihood that an outcome, whether positive or negative, will occur.

For example, an analysis predicting which participants of a job training program are likely to find employment might leverage existing information about the clients’ education levels and their attendance at job training sessions. The model might tap these factors and other information to rank participants on the likelihood that they will find employment. Using these rankings, program administrators could decide, based on their goals and resource constraints, the exact sub-population that they want to target with their additional services. Depending on their program’s objectives, administrators might focus on individuals most likely to find employment, or might target additional services to individuals less likely to find employment.2

Below we describe two key uses of predictive analytics for policymakers: (1) identifying program participants at risk of an adverse event and (2) predicting the optimal service path for an individual. We then discuss deploying predictive analytics to impact decision making.

**IDENTIFYING PROGRAM PARTICIPANTS AT RISK OF AN ADVERSE EVENT**

Program administrators can use predictive analytics to identify clients who are at risk of an adverse outcome such as unemployment, fraud, unnecessary hospitalization, mortality, or recidivism. Knowing which participants are most likely to experience an adverse outcome, program staff can provide targeted interventions to reduce the likelihood that such outcomes will occur.

Reducing readmission rates for certain patients discharged from the hospital provides an example of how predictive analytics can be used effectively. Reasons for unplanned readmissions can include clinical and social factors, such as patients’ timely access to quality primary health-care services, their underlying conditions, whether they are homeless, and whether they lack social support and other factors that affect their ability to recuperate at home without incident (Peikes et al. 2012–13). If Medicaid programs could anticipate which patients are likely to be readmitted, they could intervene to address some of the factors contributing to the higher likelihood of a repeat visit. This would enable the patients to avoid another hospitalization while the Medicaid program would avoid paying for expensive hospital care.

Researchers at New York University have developed such a predictive model to identify a combination of characteristics and circumstances that indicate an elevated risk that a New York Medicaid beneficiary discharged from a hospital will return within one year (Raven 2009; Raven et al. 2009). New York City Health and Hospitals Corporation is using this model within its operational systems to screen admitted patients and identify interventions for those most likely to be readmitted for a preventable reason (Evans 2011).3

A similar approach could be used to prevent recipients of public assistance benefits from letting their eligibility lapse. Assistance programs such as the federal Supplemental Nutrition Assistance Program (SNAP), formerly known as the Food Stamp Program, require beneficiaries to demonstrate eligibility through a periodic recertification process. If clients do not complete the recertification process, their benefits are terminated. Clients often do not reapply for the program until they realize their benefits have been terminated. This creates two problems. First, clients who are eligible for assistance forgo benefits for one or two months until they reapply. Second, the program must bear the costs of processing a new application—which is more expensive than recertification. State agencies that administer the federal SNAP program could use predictive analytics to identify clients at risk of such churning. What would be required, beyond the tested and validated analytics themselves, is that the models be built directly into the case maintenance systems. Identifying these at-risk clients prior to the redetermination would enable program administrators to direct targeted, intensive communication efforts to these clients to prevent churning and help the clients maintain benefits while saving program funds.

Other potential areas for using predictive analytics include enforcement and fraud detection applications. For example, some child support enforcement agencies are developing predictive models to identify noncustodial parents who will not make their child support payments. This information can be used to triage enforcement efforts, making sure fewer resources are devoted to collection efforts against those who will ultimately pay without enforcement and identifying those who are likely to pay in response to more-aggressive efforts.

In addition, predictive analytics can be used to identify provider, client, vendor, and billing entity fraud patterns in health-care and social service programs. In SNAP, for instance, geographic patterns of electronic benefits transfer...
PREDICTING OPTIMAL SERVICE PATHS

Many government programs have different approaches to working with clients to achieve the same outcome. For example, there are multiple approaches to preventing recidivism among juvenile offenders, encouraging preventative health care, and boosting the parenting skills of new mothers. These paths may differ in the services involved or the time at which the services are offered. Under the right circumstances, predictive analytics can be used to determine which approaches are most likely to benefit which clients. Administrators can then identify the optimal service path for a client among the available options.

Consider a caseworker trying to find the right jobs program for a nineteen-year-old unemployed man with no high school diploma. This caseworker can enroll the individual in a low-intensity résumé support and job search program, a more-intensive program teaching specific manufacturing skills, or even a very intensive apprenticeship program. Each path has a different cost, and possibly a different outcome, for this individual. The caseworker’s job is to match the program to the individual’s background and interests. Combining this information—which is readily known at intake—with a prediction, based on which programs are associated with success for similar clients, could yield a better match between client and services, increasing the likelihood that the client will find employment and reducing the likelihood of wasting funds on ineffective training. Many agencies are interested in developing optimal service path predictions, yet in practice few exist. We believe there is an opportunity for optimal service path modeling to benefit the clients of public programs.

RAPID-CYCLE EVALUATION

Rapid-cycle evaluation, another tool that supports decision-making, is increasingly used in public programs with readily available administrative data and the ability to analyze those data in a rapid, cost-effective manner. This type of evaluation uses rigorous experimentation to test changes in agency operations. To determine any impacts from the changes, administrators can compare client outputs and outcomes with those for other clients who are included in the evaluation but continue to receive regular services. The evidence from these tests can be more reliable than other sources, such as feedback from staff, complaints from selected clients, or anecdotes from other agencies.

To better understand how rapid-cycle evaluations can be used to test changes, it is useful to consider the three defining terms:

1. **Rapid.** The “rapid” means that the impact of the intervention will be identified quickly. To facilitate rapid identification of results, the outcomes of interest should be observable in administrative data. This eliminates the time-consuming process of collecting new data. Additionally, any impacts of the intervention should be observable within a short time frame. For example, it would not be possible to rapidly assess whether an intervention delivered to ninth-grade students leads more of those students to graduate from high school.

2. **Cycle.** The “cycle” refers to the iterative nature of the tests. Rapid-cycle evaluations can support a formative, continuous improvement model in which an intervention is tested, the results are examined, the intervention is modified if needed, and the modified intervention is tested again or a new intervention is tested.

3. **Evaluation.** The “evaluation” refers to the use of rigorous research techniques that generate confidence that observed changes in outcomes are due to the intervention and not to other factors (such as differences between the group that received the intervention and the group that did not).

This approach has been used by businesses for years to continuously improve the match between customers and services. For example, Capital One claims it runs more than 30,000 experiments each year to help identify the techniques that cause customers to sign up for new credit cards as well as techniques that encourage customers to pay Capital One back (Davenport and Harris 2007). The company experiments with changes in interest rates, promotional incentives, and even the color of the envelopes used in customer mailings.

Rapid experiments are used in the public sector as well to test a variety of program interventions, including changes in staff procedures, the services provided to clients or customers, and when and where those services are provided. Rapid-cycle evaluations of experiments can assess whether the interventions meet goals such as improving (1) the agency’s ability to serve more clients, (2) the quality of information agencies get from clients, (3) client outcomes, and (4) agency efficiency. It is sometimes possible to test numerous variations of program services simultaneously. Box 14-1 shows how experimentation and rapid-cycle evaluation can fit into overall program operations by presenting applications used by New York City Human Resources Administration.

In some cases it may not be feasible to collect the necessary outcome data. For example, target outcomes may occur too far in the future to be examined in a rapid experiment (e.g., the eventual graduation of ninth graders). It may still be feasible, however, to employ rapid-cycle evaluation by looking at impacts on intermediate outcomes (such as class
attendance and grades), as well as program outputs (such as the amount and quality of services provided). Such rapid experiments and rapid-cycle evaluations can often still help improve program services.

Rapid-cycle evaluation also could be used to measure real responses to potential policy changes. For example, programs like SNAP and Temporary Assistance for Needy Families (TANF) have numerous eligibility criteria and other regulations that are often debated by policymakers. These include deduction amounts, certification period lengths, benefit formulas, reporting thresholds for income changes, and even the required number of hours for participation in work programs. When the changes to these regulations are discussed, policymakers debate whether these changes will lead to higher or lower participation rates, and whether they will lead to longer program dependence or encourage employment. Rapid-cycle evaluation has the potential to generate rigorous, reliable information that can take the guesswork out of these policy debates. Regulatory changes can be tested to identify—and quantify—clients’ behavioral response to these changes. This information can ensure that regulatory changes better meet policymakers’ goals.

The greatest benefit of rapid-cycle evaluations to the agencies is the rigorous nature of the evaluation, which can replace other, nonexperimental techniques for assessing programmatic changes. For example, programs may pilot new procedures with all staff in a single location. In such cases, it is often not possible to know whether differences in outcomes are caused by the new procedures or simply by the unique circumstances of that location. This can lead program administrators to the false conclusion that a new procedure has promise, only to learn there is no benefit once it is implemented agency wide. Alternatively, it can lead them to reject a procedure that actually has promise.

COMBINING PREDICTIVE ANALYTICS AND RAPID-CYCLE EVALUATIONS

Predictive analytics and rapid-cycle evaluations can be combined to help program administrators build better interventions. Predictive analytics allow administrators to anticipate which individuals are most (and least) likely to benefit from a program. These predictions can help program administrators guide the formulation and scope of the interventions, and determine the group or subgroups to which they would apply. By creating targeted experiments, program
administrators can identify a series of effective, tailored interventions to maximize their ability to make an impact.\(^5\)

Consider a program administrator seeking to test new approaches for reaching hard-to-serve clients. Initial predictive models could identify which of the program’s current clients are least likely to benefit from the program, and could separate the clients into treatment and control groups. New interventions (or potentially multiple variations of the same intervention) could be tested rapidly and, if effective, could be incorporated into service delivery. After the new interventions operate for sufficient time, the entire cycle could be repeated (see figure 14-1) or applied to a different subgroup of program participants.

The new procedures can also be tested on individuals who are likely to benefit from the program. Such tests can help administrators determine whether new approaches would yield even greater improvements for individuals positioned to benefit the most from program services. Some administrators may view targeting those most likely to benefit as the most effective way to achieve gains for participants and improve the program’s overall success.

For illustration, consider the hospital readmission prediction model mentioned earlier. A predictive model could be used to identify at-risk patients who are most likely to return to a hospital within one year. If program administrators want to test two different interventions for these at-risk patients, they could randomly assign the at-risk patients to one of three groups—one for each of the two interventions plus a control group—that receive the hospital’s normal discharge planning and other services. The team would then monitor hospital admission rates for three months and assess whether the new interventions cause a significantly lower readmission rate. Any successful intervention could be integrated into program operations; the unsuccessful ones could be discarded.

If multiple interventions prove successful, program administrators could implement all of them or choose one based on cost and potential sustainability. The predictive model could be rerun and follow-up analysis could suggest new, tailored interventions for the remaining at-risk population. These interventions could be formulated and tested as in the previous cycle, evaluated, and either discarded or included in program operations.\(^6\)

**THE POLICY PROPOSAL**

We propose that federal social service agencies take two actions. First, agency departments with planning and oversight responsibilities should encourage the staff of individual programs to conduct thorough needs assessment. This assessment should identify where predictive analytics
and rapid-cycle evaluation can be used to improve service delivery and program management.

For predictive analytics, program administrators should assess:

- Whether predictions about specific client and program outcomes could be employed to target program services;
- Whether the program’s current administrative data contain accurate, valid, and reliable measures of those outcomes—as well as valid and reliable measures of information that could predict those outcomes—to support predictive modeling; and
- The magnitude of systems enhancement efforts required to enable frontline workers to use the results of predictive models in real-time when they interact with clients.

For rapid-cycle evaluation, program administrators should assess:

- Whether program changes under consideration would benefit from precise, causally-valid impact estimates generated through rapid-cycle evaluation. The assessment can rely not only on program staff, but also on funders and outside experts to identify program features that they believe would be beneficial to test but were not sure should be implemented permanently without assessment;
- Whether program operations can be modified to facilitate experimentation of these program changes;
- What types of investments in data and systems would be required to deploy predictive analytics and rapid-cycle evaluation together as an integrated strategy;
- What types of programmatic waivers and other policy changes would be needed to facilitate predictive analytics and rapid-cycle evaluation; and
- Whether it would be beneficial to use predictive analytics to subset the program population, and to test program changes on different types of individuals (e.g., those most likely to benefit from current services).

The answers to each of these questions will vary by program. The assessment also should evaluate whether the benefits of adopting these tools outweigh the associated costs. In the end, the assessment should contain a recommendation of whether and how these tools should be deployed.

The second step agencies should take is to promote the adoption of predictive analytics and rapid-cycle evaluation more broadly across programs. We recommend that agencies take the following steps:

1. Help programs make individual-level data available for analytics. Individual-level data provide the best foundation for predictive analytics and rapid-cycle evaluation. These data can be obtained through internal operational systems maintained by the program, or through integrated data systems that combine administrative data across programs. A broad investment in data can facilitate predictive analytics and rapid-cycle evaluation and can promote the use of these tools across multiple programs.

Federal agencies can help more programs benefit from these analytic tools by facilitating improvements to individual-level administrative data, and ensuring that those data are available for analytic purposes. Some agencies are already taking the lead in this respect. For instance, the Department of Education provided grants to promote the development of statewide longitudinal education data, and the Centers for Medicaid and Medicare Services funded data warehouses to help states manage all aspects of their Medicaid and Children’s Health Insurance Programs. Agencies can also use their expertise to help programs identify the key measures to track for prediction and evaluation on an ongoing basis.

2. Improve data governance and facilitate data sharing. Although high-quality data are necessary, agencies also need strong data governance policies that establish accountability for data quality and that define the terms for how and where data are used (see Digital Services Advisory Group 2012). In addition, as part of data governance efforts, agencies should work to actively support efforts to link data across programs, which involves often-challenging technical and legal considerations. That said, linked data can provide a more comprehensive understanding of the services received and circumstances faced by clients, and provide more-accurate predictions and a more-complete understanding of the impact of rapid-cycle experiments.

3. Encourage analytic decision making. The use of predictive analytics and rapid-cycle evaluation requires an organizational commitment to testing program improvements. This means agency staff must develop program innovations—but be willing to abandon those innovations if they prove unsuccessful. For many program staff, this is a change in mindset from a focus on assessment of their program (and compliance with funder guidelines needed to properly evaluate their programs) to a focus on how to improve the programs and empower program administrators. Federal agencies can help foster innovation by providing performance-
Based on funding opportunities for program improvements.

Predictive analytics and rapid-cycle evaluation can be effective in part because they empower frontline staff to determine the services that best meet their clients’ needs. However, the lessons learned for individual programs can be valuable to other programs serving these same populations. Agencies can further the effectiveness of these tools by ensuring successful efforts are highlighted, and their lessons broadly disseminated.

We believe that by taking these steps, federal agencies can help promote the use of these analytic tools at the federal, state, and local levels.

**Costs and Benefits**

Predictive analytics and rapid-cycle evaluation have a number of benefits. In particular, greater use of these tools would increase program effectiveness by reducing wasteful and inefficient spending. Even where the proposal results in an increase in direct outlays in one phase of a program’s intervention, these outlays may generate net savings. Moreover, these analytical innovations would allow programs to fulfill their missions more effectively by better targeting their intended beneficiaries and helping them continually identify and implement cost-effective interventions.

That said, adopting these tools can require significant investments at a time when government budgets are under pressure. Developing the data and technology infrastructure necessary to deploy these analytical capabilities—if they are not already present—is expensive, as are, to a lesser extent, the resources needed to perform these analytics. For example, what may be considered to be the gold standard for data infrastructure—a full-featured, enterprise-wide data warehouse that integrates data across programs and is refreshed on a weekly basis—can cost several million dollars to build, and millions more annually to staff with dedicated maintenance and analytical personnel. Less-expensive data systems, such as purpose-specific analytical datamarts within existing warehouses or standalone databases focused on specific questions, may be more feasible and more appropriate in some cases.

As part of their needs assessments, agencies should assess the costs of any changes needed to deploy predictive analytics and rapid-cycle evaluation. In addition to data infrastructure costs, agencies should examine the costs associated with training staff, as well as the costs of altering program operations to incorporate predictive analytics and to implement rapid-cycle experiments and evaluations.

Agencies should compare these projected costs with the potential benefits obtained from these tools. In many cases, the benefits will include long-term savings in program administrative costs because the tools render the program more efficient. Other important benefits, however, such as improvements to the quality, availability, and access to services, should also be considered.

In the end, we believe that the benefits of predictive analytics and rapid-cycle evaluation will be substantial for many programs. We believe that this potential may warrant significant investment in these tools for many programs. For virtually all programs, however, we believe that this potential warrants the costs of conducting a needs assessment.

**Questions and Concerns**

In this section we examine some of the factors that could affect an agency’s ability to adopt predictive analytics and rapid-cycle evaluation by posing and addressing a series of key questions and concerns.

**What data resources are necessary for the use of these tools?**

Programs with advanced information systems that contain individual-level administrative data are better suited to deploy predictive analytics and rapid-cycle evaluation with minimal investment. For example, in many states sophisticated cross-program data warehouses have been developed to support a wide array of Medicaid and social service program monitoring needs. These systems are rapidly updated and could be easily used for both predictive analytics and rapid-cycle evaluation. For other programs, administrative data obtained from transactional systems can provide an important source of information. These programs would require additional investment to create analytics-ready data repositories through the extraction, transformation, and storage of the data.

It is important to note that predictive analytics require historic observations of key outcomes. This means that programs developing new systems may not be able to perform predictive analytics until the system has captured enough history. Similarly, programs extracting data from transactional systems would need to extract a sufficiently large volume of historical data in order for predictive analytics to be effective.

**Who would implement these tools?**

The program managers and staff in agencies directly responsible for program delivery would implement these tools. To be successful, the implementation of these tools requires a division of labor. Program administration staff—both program operators and those working in support of
them at federal and state agencies—need to determine which interventions are worth implementing and figure out how to do so. These program experts need to be supported by analytical specialists who are charged with designing the predictive analytics and assessing the results of the experiments through the rapid-cycle evaluations. Such a partnership allows this approach to become feasible and avoid burdening those with the pressing responsibility of running programs.

**Can predictive analytics be wrong?**

Yes. Predictive models detect patterns, but not every individual will follow that pattern. This can lead to incorrect predictions. Administrators can take several steps to minimize problems stemming from inaccuracies in predictive models.

First, predictive models should be subjected to extensive validation. For adverse event situations, such as hospital readmissions or fraud, models should be deployed historically so that their ability to predict known outcomes can be assessed. Through repeated retrospective testing, use and learning, the models can be improved, often to the point where they can be used prospectively.

Second, it is important to ensure model predictions are followed up by human judgment. Whether it is identifying clients who should receive a caseworker visit or those who may be defrauding the government, predictive analytics should be used to prioritize cases; staff should make the final determination. Similarly, even after optimal service paths are predicted, clients should still have a say in the services they receive.

**Conclusion**

As integrated data repositories become common in government agencies, program administrators have become comfortable using these data to monitor their programs. Now administrators are poised to expand the use of analytics to better decide what to do next. Predictive analytics and rapid-cycle evaluation, if used individually but especially if used together, can help agencies provide services where they are needed and develop more-effective approaches for improving program outcomes.
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Introduction

1. The Census Bureau officially measures poverty by comparing family income to a set of money income thresholds that vary by family size and composition. In 2013, the official threshold for a single nonelderly individual was an annual income of $12,119; for a family of two children and two adults, the threshold was $23,624. If a family’s total income is less than the family’s threshold, then that family and the individuals in it are considered to be living in poverty. The income sources included in these calculations are before taxes and do not include capital gains or noncash benefits (such as public housing, Medicaid, and the Supplemental Nutrition Assistance Program [SNAP]). Since 2010 the Census Bureau has also released poverty estimates based on the SPM, which is a more complex measure. The SPM income or resource measure is cash income plus in-kind government benefits (such as SNAP and housing subsidies) minus nondiscretionary expenditures (taxes, medical expenses, and work expenses). The SPM thresholds are adjusted for geographic differences in the cost of living.


Endnotes


Proposal 1

1. See Fryer and Levitt (2013). That paper’s primary goal is to explore the emergence of achievement gaps by race rather than by income.

2. Duncan and Magnuson (2011) estimate a 1.3 standard deviation difference in math and reading test performance at the start of kindergarten between children in the lowest and highest quintiles of the family income distribution. The corresponding gaps in teacher ratings of attention and behavior are 0.75 and 0.25 standard deviations, respectively.

3. These are the authors’ calculations from the 2011 October Current Population Survey School Enrollment supplement (NBER n.d.). The lowest family income quintile has a maximum annual income of $17,500, while the top family income quintile has a minimum annual income of $125,000.

4. The 2011–12 school year is the most recent with data available; data are from the NIEER.

5. The proposal defines low- and moderate-income families as those with income at or below 200 percent of the federal poverty level. The Preschool for All initiative has other elements as well, including incentives for states to implement full-day kindergarten, a shift in the focus of Head Start toward three-year-olds, and an expansion of the Early Head Start program, which serves younger children.

6. For illustrative purposes this is drawn as a straight line, but the actual relationship may be curved.

7. Recent work by Heckman, Pinto, and Savelyev (2013) finds that the Perry program induced changes in personality skills, which in turn explain a large portion of the improvement in adult outcomes. In a re-analysis of the Perry data, Anderson (2008) finds that the positive impacts were found for girls but not boys. Heckman et al. (2010) dispute the finding, and contend that the positive benefit-to-cost ratios found in Perry are for both boys and girls.

8. Ludwig and Miller (2007) take a different approach, comparing children in counties that barely qualified for and barely missed qualifying for special grant-writing assistance for Head Start at the program’s inception. They find evidence that Head Start reduces child mortality, and they find suggestive evidence that it increases educational attainment.

9. In terms of benefit-to-cost ratios, the two programs appear to be roughly equivalent, resulting in about $8.00 worth of benefits for each $1.00 spent (Deming 2009; Heckman et al. 2010). The reason is that Head Start is relatively low cost.

10. In particular, the Tennessee program meets nine of the quality benchmarks represented in figure 1-2, whereas the average Head Start program meets only five (Espinosa 2002). Below we discuss the potential limitations of using inputs to proxy for quality.

11. This is not to suggest that preschool makes some children worse off overall. High-socioeconomic status families who choose to enroll their children in the public program experience a reduction in out-of-pocket preschool spending that offsets the decline in the learning environment.

12. To our knowledge, similar estimates for Georgia do not exist.

13. Recent results from a high-quality prekindergarten program in Boston does find substantial short-term impacts on the test scores of higher-income children (Weiland and Yoshikawa 2013).

Proposal 3

1. In an increasing number of cases these unmarried mothers are living with the father of the child at the time of the birth, but these cohabiting relationships are much less stable than marriages and typically break up before the child is age five.

2. The term “unintended” comes from the National Survey of Family Growth, which asks women to characterize the intentionality of their pregnancies and births at the time they first learned of their pregnancy. If they say the pregnancy was unintended, they are further asked whether it was “unwanted” or “mistimed.” An unwanted pregnancy is one the woman did not want ever, whereas a mistimed pregnancy is one that simply came earlier than she might have wanted—in some cases by only a year, but in other cases by many years.

3. Literature on teen pregnancies suggests that most of the correlation between having a baby as a teen and later outcomes is due to confounding factors or unobserved traits of the women involved. Quasi-natural experiments find that teenagers who miscarry their pregnancy do not have significantly better outcomes than teenagers who carry their
child to term (Hotz, McElroy, and Sanders 2005). However, the broader literature on the effects of contraception shows that it has increased women’s educational and labor-market achievements quite dramatically (Bailey, Hershbein, and Miller 2012; Goldin and Katz 2002).

4. An IUD is a contraceptive device that a provider inserts into a patient’s uterus; an implant is a contraceptive device that a provider places under a patient’s skin, typically on the arm. Both procedures need to be done by a trained health-care provider, usually a physician. Both last up to three years, with some brands of IUD lasting up to twelve years.

5. This social marketing campaign coincided with Iowa’s expansion of Medicaid family planning services in 2010 and a huge increase in funding for family planning clinics starting in 2007, so we cannot conclusively attribute this whole effect to the social marketing campaign. However, it should be noted that the decline in pregnancies accelerated during the campaign. Whereas the percent of unintended pregnancies dropped from 46.1 percent to 45.2 percent between 2007 and 2009, it dropped from 45.2 percent to 40.9 percent between 2009 and 2011.

6. The estimate of taxpayer savings for mistimed births does not account for the fact that delaying a birth may result in a woman having fewer children overall or may result in an improvement of her living situation during the intermittent years. It does, however, account for the fact that the present discounted value of future benefit payouts is less than the value of payouts now. See Monea and Thomas (2010) for more information on how to derive this formula.

Proposal 4

1. Earlier this year, President Obama introduced an initiative, My Brother’s Keeper, calling for the private and philanthropic sectors to institute mentoring programs. In his remarks he credited those who “never gave up on me, and so I didn’t give up on myself” (Obama 2014).

2. To provide a couple of examples, Child Trends identifies the programs Fostering Healthy Futures and Parent Mentors for Children with Asthma. These programs are targeted at children who have suffered abuse in foster-care settings and children who need assistance dealing with their respiratory issues, respectively. Lawner, Beltz, and Moore (2013) summarizes most of these programs.

3. The impact on GPA is only statistically significant at the 10 percent level. Given the overall strength of the results indicating that academic ability improved and the ability to more-easily translate GPA into subsequent wages, I conclude that this is a meaningful effect and take this estimate as a summary statistic of the educational impact of the intervention. The point estimates also suggest that the effect of mentoring on academic achievement in this experiment is larger for girls than for boys, although these differences are unlikely to be statistically significant (insufficient information is provided to conduct a formal hypothesis test).

4. One possible explanation for the divergence in results is that the pilot results were strongly (although not exclusively) restricted to one of the five sites in which the program was implemented (Levine and Zimmerman 2010). The ability of a single administrator to make a program work and the inability to replicate those results elsewhere is one potential weakness of any smaller-scale intervention.

5. One shortcoming of this analysis is that we have access to only the short-run effect of the Big Brothers Big Sisters intervention. An active literature exists in other areas, such as the Head Start program, that is concerned with test score fade-out and the long-term impact on economic outcomes. We do not have the ability to explore that issue more deeply in this context. Yet the benefit–cost ratio we report here is so large that the short-run impact would have to depreciate extensively to substantively alter this result.

Proposal 5

1. The program was implemented in five cities, spanning two consecutive summers, which included summer jobs plus academic remediation and training; evaluations found short-term increases in reading and math scores, compared to a comparison group that received only jobs.

2. We address this point later in our discussion of the costs and benefits of summer jobs.

3. Seven months after the program, there were 3.7 fewer arrests per 100 participants, a 51 percent decline.

4. This study sample of youth ages fourteen to twenty-four in high crime neighborhoods included 421 participants and a comparison group of 192 eligible youth from the waiting list.

5. Funds could be spent through June 2011. The one success indicator for the program was achievement of workforce readiness goals, which was up to local sites to define (Bellotti et al. 2010).

6. An earlier SYEP was funded through the federal JTPA and administered through the U.S. Department of Labor; see appendix 5-B for more details.

7. For example, NYC’s CTE Summer Scholars summer paid internship program rewards students who have perfect attendance at the end of the program with a $500 bonus. The YIEPP improvement of school enrollment rates could be attributed to the requirement that students be enrolled in school to participate—requiring participants to be enrolled in the school year prior in order to be eligible might also provide some incentive for students to stay in school.

8. New York State also administers a 15 percent ceiling for NYC SYEP administrative costs.

9. For example, NYC’s SYEP allocates between $300 and $700 per participant for educational services, depending on the type
of youth and intensity of services offered.

10. For example, NYC’s Conditional Cash Transfer program offered high school students a $600 incentive for each Regents exam passed, but yielded no significant effect (Riccio et al. 2013).

11. To give a sense of magnitudes of the costs of crime, McCollister, French, and Fang (2010) estimate the societal cost of household burglary at $6,169 in tangible costs and $321 in intangible costs, totaling $6,462; vandalism is valued at $4,860 in tangible costs, with no intangible costs.

12. Focusing on youth still enrolled in school, summer employment only, and including training closely connected to the youth’s employment experiences separates this proposed program from prior less-effective federal youth employment programs. For example, the youth employment initiatives funded by the 1982 JTPA targeted out-of-school youth who are likely difficult to reach without intensive services and time and had limited effects on participants (Bloom et al. 1997). The YIEPP, a federal program operating under the Comprehensive Employment and Training Act (CETA) that preceded JTPA and targeted in-school youth, had small positive impacts on school enrollment rates (Farkas, Smith, and Stromsdorfer 1983). YIEPP did not, however, provide training or job search assistance to students, and we believe that a program that provides these connections has the potential to provide greater benefits. (More details about these programs can be found in appendix 5-B.)

Proposal 6

1. Low income refers to the bottom 20 percent of all family incomes, and high income refers to the top 20 percent.

2. The terms “remedial” and “developmental” are often used interchangeably in the literature because some states favor one term over the other. In this paper, both are meant to refer to the courses and services offered to postsecondary students below college level, including basic-skills training and nontraditional coursework.

3. The question as posed by Complete College America (2012) is, “Can an ‘open access’ college be truly open access if it denies so many access to its college-level courses?”

4. In 2004, the data suggest only 27 percent of high school seniors had completed high-level academic coursework, defined as four years of English, three years of mathematics (including at least one year of a course higher than Algebra II), three years of science, three years of social studies, and two years of a single non-English language (NCES 2010).

5. Greene and Foster (2003) define being minimally college ready as (1) graduating from high school after (2) having taken four years of English, three years of math, and two years each of science, social science, and foreign language; and (3) demonstrating basic literacy skills by scoring at least 265 on the reading NAEP.

6. Those authors’ estimate is based on the number of first-time degree-seeking fall enrollees and on assumptions about the percent placed in remediation, the number of remedial courses they will take, and the costs of providing a remedial course.

7. For example, according to Rebecca Trounson writing in the Los Angeles Times on January 31, 2002 (“Cal State Ouster Rate Rises Slightly”), in the fall of 2001, a California State University campus “kicked out more than 2,200 students—nearly 7 percent of the freshman class—for failing to master basic English and math skills.”

8. The most widely used placement exams are the Computerized Adaptive Placement Assessment and Support Systems (COMPASS) and the Assessment of Skills for Successful Entry and Transfer, each published by ACT, Inc., as well as the ACCUPLACER, published by the College Board.

9. Moreover, she finds that the placement exam varies in how well it predicts success in math versus English, and it does a better job predicting who is likely to succeed rather than who is likely to fail.

10. For example, see the California Early Assessment Program, Kentucky Early Mathematics Testing Program, North Carolina Early Mathematics Placement Testing Program, Oklahoma Educational Planning and Assessment System, and the Ohio Early Mathematics Placement Testing.

Proposal 7


2. For a detailed look at the barriers to expanding apprenticeship in the United States, see Lerman (2013).

3. Data from the combined 2001 and 2005 National Household Education Surveys indicate that 1.5 percent of adults were in an apprenticeship program in the prior year (National Center for Education Statistics 2008). If these data are accurate, the number of unregistered apprentices would far exceed the number of registered ones.


Proposal 8

1. The National Fund for Workforce Solutions (http://www.nfwsolutions.org/) is also trying to scale sectoral and career pathway approaches in about thirty cities and regions nationally.

2. Deming, Goldin, and Katz (2013) argue that the for-profit colleges often have stronger incentives than public colleges to keep up with evolving trends in labor demand. Rosenbaum, Deil-Amen, and Person (2006) also argue that proprietary occupational schools do a better job than community colleges of having students complete vocational training and of linking their students to jobs after graduation.
3. The practical difficulty of measuring labor market shortages is emphasized in Barnow, Trutko, and Piatak (2013). States would have to decide how best to measure such shortages, or to simply reward institutions for placing students into occupations showing tightness or strong recent employment growth.

4. Up to one-fourth of the 3,000 or so Job Centers around the country funded by the Workforce Investment Act are already colocated on campuses. One proposal requiring all older (defined as age twenty-five and above) Pell Grant recipients to obtain career counseling at Job Centers appears in the College Board (2013) recommendations for Pell Grant reform.

5. A range of market failures, such as imperfect information, may also contribute to sub-optimal training by firms.

6. Hollenbeck’s (2008) evidence is descriptive but not rigorous, as is earlier work by Ahlstrand, Bassi, and McMurrer (2003). Other evidence on targeting tax credits to disadvantaged workers using the federal Work Opportunity Tax Credit by Hamersma (2014) suggests limited effectiveness. A number of other studies looking at localized tax credits for employer location or economic development (Bartik 2010; Busso, Gregory, and Cline 2013; Faulk 2002; Ham et al. 2008) are mixed as well, though many studies have been more positive in the past few years. Holzer, Imrohoroglu, and Swenson (1993) also find positive effects on worker performance (as measured by reductions in scrap rates) of a program for training grants to small manufacturers in Michigan.

7. The availability of such data at the state level has been encouraged by the State Longitudinal Data Systems grants from the U.S. Department of Education and the Workforce Data Quality Initiative from the U.S. Department of Labor, as well as the Workforce Data Quality Campaign being undertaken by the National Skills Coalition (described in Zinn and Van Kluenen 2014).

8. Alternatively, the rewards might only be based on students who remain in-state.

9. See Heckman, Heinrich, and Smith (2011) for a discussion of how performance measures in workforce programs encourage manipulation by the states of who is admitted to the workforce system and whether they are ever counted among the program exiters, on whose outcomes performance is measured.

10. Stackable credentials are a series of certifications representing specific skills and competencies that might be more portable than one specific occupational or industry certification.

Proposal 9

1. While we recognize the potential importance of job search assistance, job readiness training, and work experience, this paper focuses on training programs that provide skills specific to an occupation.

2. This includes the Job Training Partnership Act of 1982 (JTPA) adult program, WIA Adult and Dislocated Worker programs, H-1B Skill Training Grants, Trade Adjustment Assistance, JTPA and WIA youth programs, YouthBuild, and Job Corps.

3. The U.S. Department of Labor is currently conducting a national, experimental study of the WIA Adult and Dislocated Worker programs. Findings on the short-term effectiveness of the programs will be available in 2016.

Proposal 10


2. The CDCC and the CCDF require children under age thirteen to be present for eligibility, while the CTC extends eligibility to families with children under age seventeen. Employment trends are nearly identical for mothers including this wider age range of children.

3. Beginning with the 2011 wave, the Census Bureau has asked respondents the amount of out-of-pocket child-care costs they incur because of work. The numbers in table 10-1 and figure 10-3 pool the 2012 and 2013 survey years in order to reduce the influence of outliers in smaller states (U.S. Census Bureau various years).

4. The tax code also subsidizes child care through the employer-provided child-care exclusion, which permits employers to exclude up to $5,000 from an employee’s salary on a pretax basis. There are other programs that assist with early childhood development, such as Head Start, that are beyond the scope of this paper.

5. Discretionary CCDBG grants are allocated to states based on a formula that accounts for the state’s share of children under age five, the state’s share of children receiving free or reduced price lunch, and the state’s per capita income. Part of the mandatory CCDF funds are allocated based on the state’s funding for child-care programs authorized under the Aid to Families with Dependent Children program in fiscal years 1994 and 1995, and part based on the state’s share of children under age thirteen (Congressional Research Service 2012). Since 1996 the basic TANF block grant to states totaled $16.5 billion, which had declined by about one-third in inflation-adjusted terms by FY2012 (Congressional Research Service 2013). The state’s share of the block grant is a function of its average expenditure on Aid to Families with Dependent Children during FY1992-FY1994.

6. See https://daycare.com/states.html for links to each state’s licensing requirements.

Proposal 11

1. The maximum credit is the same for married and single filers. However, the flat and phase-out regions of the credit are expanded for married couples, in essence raising the EITC
The Affordable Care Act requires, in essence, that all large employers (defined as employers with fifty or more full-time equivalent employees) offer health insurance coverage to their full-time workers (defined as individuals who work thirty hours a week or more on average). Employer size is to be determined by employment during the prior calendar year; in cases where an individual employee’s hours are variable, full-time status is based on the hours worked during a base period and that status holds for the following six to twelve months even if the employee’s hours change.

4. Some states also charge 100 percent of work-share benefits to the work-share employer rather than prorating the charges to all recent employers, or require all work-share employers already at the maximum UI tax rate or with negative reserve balances to fully reimburse the state for benefits paid. Such provisions also likely have discouraged the use of work sharing. The Department of Labor recently informed states that these practices are no longer permitted, and states have begun to amend their laws to comply with this directive, but the Department does not believe it has the legal authority to require the additional changes we are recommending.

Proposal 13

1. A statutory minimum wage is a binding, broad-based minimal pay standard set by legal statute, as opposed to by collective bargaining or other voluntary agreements. Some countries (e.g., Sweden and Switzerland) do not have a statutory minimum wage, but do have sectoral pay standards set by collective bargaining.

2. Had the minimum wage been indexed to inflation in the same manner as the IRS tax code or Social Security payments (i.e., using the CPI-U-RS), it would have been $10.93 per hour in 2014. The CPI-U-RS is a more reliable gauge of past cost of living, however. Conversely, if we were to use the Personal Consumption Expenditure deflator, the 1968 value of the minimum wage would be $8.56 per hour. In all cases, however, the real minimum wage has fallen since the 1960s and 1970s.

Proposal 14

1. We recognize that there are other definitions of rapid-cycle evaluation that will not utilize a comparison group. In this paper, we focus on the assessment of rapid experiments using comparison groups.

2. It is important to note that the performance of predictive analytics can vary. A number of considerations, including the extent to which strong predictors are available and the quality of the data, can affect performance. The strength of the underlying predictive models should be assessed before deploying predictive analytics in high-stakes situations.

3. The estimated equation generated by this model is used as part of an automated algorithm to find at-risk patients for intervention among those newly admitted to the hospital. In one early pilot, inpatient readmissions declined by 45 percent (Raven 2009; Raven et al. 2009).
4. Rigorous experimental techniques include randomized controlled trials and orthogonal research designs, and rigorous quasi-experimental designs include regression discontinuity research designs. These designs can be used to determine whether an intervention caused an outcome. Like a clinical drug trial, randomized controlled trials create randomly formed treatment and control groups, each receiving a different intervention. Orthogonal research designs use a similar approach but test variation in the components of an intervention. Regression discontinuity studies create a treatment group with individuals above (or below) a certain eligibility threshold (with individuals on the other side of the threshold forming the control group), and use analysis techniques to control for the eligibility score in the assessment of the program.

5. While we are not aware of specific, published examples of the use of these methods together, we believe the integration of these approaches is powerful and compelling, as the discussion that follows demonstrates.

6. It is noteworthy that examining multiple groups requires additional sample observations if the same level of precision is to be obtained. Generalizing beyond one hospital or program likewise requires additional sample observations.
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